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In this ar’.icle; we ibéus primarxly on qualitative, behevioral mcdels of electrical
circuit operatinn Jdesigued to make th> casuality of circuit behavior derive clearly

~from bauic physical orinciples. The constraints on mode! evolution, in terias of causal o

consistency and lecrnability, are discussed and a sequence of mcdels that eabedr a
pessible transiormetlion from novice to expert status is outlined.

The lecrning environmeat we have constructed lets students solve problens, hoar
explanations, und perfcre experiments, all in the context c¢f :nteracting wita a

(dyn'amic simulation of circuit behavior. However, unlike most simulations, the

underlving model is quelitative not quantitative. 'Further. the simulation is perforaed
not by a single nodel, but rether by a progression of models i‘het increase in
sophisiication in conzordence with the evolution of the students’ undersianding of tke
domain. . L

" Viewing instruction as producing in the student a progression of models pernits
¢ tutoring sysiew architecture with elegant properties. Within our system, the student
model, the tutor, and the domain simulation are incorporated within the single model
that is ective at any point in learning. This model is used to simulate the domain

phenomens, is capatle of generating explanations by articulating its belavior, and _

furnishes a desired mndel «f the students' reasoning at that particular stage in

learning. The progression of mocels also.enables the system ‘o select problems and

generate explanations that are appropriate for the student at eny point in the
instructional sequence. In order to motivate students to transform their models into
new models, they are given problems that the new model can handle but their present

mode]l cannot. This evolution of models also enables the system to focus its

explanations on the difference between the present mode]l and the new model.

Such a system architecture slso permits a variety of pedagogical strategies to be
explored within a single insiructional system Since the system can turn a prcblem
into an example by solving it for the stuient, the students’ learning can be motivated
by problems or by examples. That is, students can be prosented with problems and
only see exsmples if they run into difficulty; alte'rnétively.-v they can see examples first
and then be given protlems to solve. Also, by working within the simulatica

environmert, students can use a circuit editor to construct their own problems ard B
‘thus explore the domain in & more open ended fashion. The system is capable of

generating runnable qualitetive models for any circuit that the student or
instructional designer might create. Further, the léarning process can be mansged
either by the system or by the student. For example, students can be given a map of
the prodblem space and can decide for themselves what class of problems to pursue
next or even what pedagogical strategy they want to employ. ~
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' Abstract

~ The design of nur intelligen§ leax_-ning énvironmgnt is based upon a theory of

: expertis: and its acquisition. We find that when’ reasoning about phj'sical systers,

experis utilize a set of mental models. For instarce, they may use qualitative as weil
as quantitative mcdels, and behavioral as well as functional models. The traneition

from povice to expcrt status can be repiarded as a process'of rodel evelution:

studerts formulste a serie_s“of upwardly compatible models, each of which is adzquate -

for solving som:z subsel of problems within the domain. Further, students need to -

evolve not just & singié ‘Vxnodel. but rather a set of models 'that erbody alternative
conceptualizations of th: domain. Finelly, we claim that in tae initial stages of
learring, students shouid focus on the acquisition of qualitative models: quantitative

models should be introduced only afier the domain is understood in qualitative tesms.

y——}rthis artxcle(vsfe focus: “primarily ana qualitative, behavioral models of electrical
circuit nperatxon desiyned to make the -utm‘ality of circuit behavior derive clcarly
from basic physical principles. The constrsints on model evolution, in tsrms of causal
consistency and learnability, are discussed and & sequence of models that embody a

possitle transformation from novice to expert stalus is cutlined. r“*--

- .

The learning c¢nvironment we have constructed lets students solve problens, ‘hear

explanations, and perform experiments, all in the context of interacting with a

dynamic simulation of circuit behavior. However, unlike most simulations, the

underlying modei is qualitative not quantitative. Furthe_r. the simulation is performed

not by a single model, but rather by a progression of models that increase in

~ sophistication in concordance with the evolution of the students’ understanding of the -

domain.

Viewing instruction as producing in the stﬁdent a progression of models pernits
a tutoring system architecture with elegant properties. Within our system, the student
model, the tutor, and the domain simulation ere incorporated within the single model
that is active at any point in learning. This mode] is used to simulate the domain
phenomene, is capable of generating explanations by articuldting‘ its behavior, and

furnishes & desired model of the students’ reasoning at that particular stage in

learning. The progression of models Also enables the system to select problems and
generate explanations that are appropriate for the student at any point in the

instructional sequence. In order to motivate students to transform their models into
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new models, they are piven problems that the new model can handle but their present
model cannot. This evolution of models also enables the system to focus its

explanations on the difference between the present model and the new modsl.

Such a system architecture also permits a variety of pedagogical stra.tegies tc be
explored within e single instructional systein. Since the system can turn e prodlem
into an example by solving it for the student, the students’ learning can ke motivated
by problems or by examples. That is, students can be prescated with problems and
only see examples if they run into difficulty; alternatively, they can see examples first
and then be given problems to solve. Also, by working within the similetion
environment, students can use a circuit editor tc construct their own problems and
thus explore the domain in a more open ended fashion. The system is capable of
generating runnabje qualitative models for any circuit that the student or
instructional designer might create. Further, the learning process can be managed
either by the system or by the student. For example, situdents can be given a map of
the problem spece and can decide for themselves whau class of problems to pursue

next or evon what pedagogical strategy they want to employ.
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1. Introduction

1.1. An Overview of the Paper

This paper begins by presenting the theoretical foundations of our approach to
constructing intelligent learning environments. In perticular, we argue for the
importance of presenting, in the initial stages of learning, qualitative, causally
consistent models so that students can gain an understanding of besic circuit
concepts and principles that builds on their preexisting ways of reasoning about
physiceal phenonéna. We argue, in addition, that tutoring environments must h=lp
students to acquire multiple mental models that embody alternative conceptualizations
of the domain, and an outline of model types is presented. Then, an overview of the

learning environment based upon progressions of qualitative, causal models is given

Nex!, the paper discusses issues related to the design of what we have termed
zero-order, vqualitative models for circuit behavior. In these mod_els, circuit
functioning is’represented as a series of changes in the qualitative states of devices
within the circuit. The models embody basic circuit concepts and principles, and can
generate causal accounts of circuit behavior that are compatible with tkose of higher
order models. They are also models of how one wants students to reason at a given
stage in learning. The paper goes on to enumerate different types of pos'sible
evolutions of a student’'s mental model and describes one path through the space of
possible model evolutions that we have implemented, i.e. @ curriculum for helping
students learn troubleshooting. The learning strategies that such a tutoring system
architecture facilitates are then described and some instructional trials of the system

are bdriefly discussed.

Finally, the paper outlines a set of alternative mental models that a student

should acquire in order to more deeply understand how circuits work. The paper
concludes with a discussion of the extensibility of this approach to the creation of

intelligent learning environments for other lubjeét domains.

1.2. Mental Models

By mental model we mean a knowledge structure that incorporates both
declarative knowledge (e.g., device models) and procedural knowledgs (e.g, procedures
for determining distributions of voltages within a circuit), and a control structure that
determines how the procedural and declarative knowledge are used in solving problems
(e.g.. simulating the behavior of a circuit).
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The theoretical framework we adopt is that clecjtrical e:pertise can he captured
by & small set of mental modeiz that 2nbody elternaiive conceptualizations of circuit
operaticn. For instance, erperts utiliAze qualitative az well as quantitative models, and
behavioral as well as functionzl medels. We adopi this viewpoint based upon both
empirical and theoretical research. Our morels are derived from e.:tensive studies of
an expert troublesiiooter who tea-hes ir a tecknical nigh school (White & Frederiksen,
1984). Tke initial mental models tha: we iry to give studen's are also influenced by
studies of novices r¢ asonin; about cireuit probleas (e‘.c.. Cohen ot al, 19883). Furtuer,
the model designs draw uron theoretical Al work on qualitative modelling (Brown &
deKleer, 1885; Davis, 19883, deKleer. 1885; Forbus, 1985 l(uiperl. 1985; Weld, 1783;

Williams, 1985). ;

We chose nental modcls as the knowledge ur’ucturcs that we would try and

impart to students for several reasons. Firstly, as: Brown and deKleer (1985) have '

argued, such models an enbody concepts and lews, can generate causal accounts, and
can enable problem solving in a wide rangs of contex?i. For example, the same mental
nod_él can be used to make predictions about the behavior of diffsrent circuits, to
troubleshoot circuits, and to design circuits. This 1: in contrast with, for example,
trovbleshooting Xncwledge in the form of lympton-l!lx mssociations which is non-
ceusal, context specuié. and is, therefore, of limited use in helping students to
understand how circuits work. A further reason for selecting mental models as the
knowledge form is that in addition to being efficient and powesful knowledge
structures for studen‘s to possess, they are also efficient and powerful knowledge
structures upon which to base an intelligent learning ‘environ:nent. At any given point
in the student's knowledge evolution, a single model can provide not only a model of
how one wants thé l‘tudent to reason, but also can pirovide an interactive simulation
of domamn phenomen#.‘ Further, the simuvlation is cepable, by simply reasoning out
Joud, of generating ca|unl accounts for the behavior that the student is ob&rving and
creating. For instance, the studert can close a switch and see a light turn on and, at
the sane time, hearr an explanetion for why the light }uruéd oh. Thus, we argue that
mental models enable both the instructional system and the student to reason from

géneral principles and to generate causal accounts of circuit behavior.

In thil article, we loc{u on the desigh of an intelligent learning environment t“at
is based \prﬂ qualitative, behavioral models of circui‘ operation. W2 view the role of
instruction as developing in students a progresiion of increasingly sophisticated
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mental models for reasoning about circuit behavior. We aigue that these models
should initially be qualitative and able to generate qualitative, causal accounts of the

sequences of changes in circuit states that occur during the operation of a circuit.

In addition, we claim that the form of qualitative models employed should
facilitate learning alternative conceptualizations of how circuits work. The concepts
and reasoning processes em}loyed in quaiitative models should, for example, be
compatible with quantitative models of circuit behavior and with functional accounts of
system operation. This is important not only for facilitating the learning of multiple
conceptualizations, but also for reasoning using multiple conceptualizations in the
course of solving problems.

1.2.1. The Importance of Qualitative Reasoning

¥When novices and experts reason sbout physical domains, their approach to
solving problems has something in com.xnon: Both employ primariiy qualitative
reasoning. Experts reason qualitatively about the phenomena before they resort to
quantitative formalizations (Chi et al., 1981; Lark'u; et al., 1980), whereas, novices are
only capeble of qualitative, and often incorrect, reasoning (White, in preparation). If,
however, one looks at less neive novices, such aﬁ people who have had one or two
years of physics instruction, their reasoning is primarily quantitative and involves
searching for equations that contain the givens in the protlem (Chi et el, 1981,
Larkin et al, 1980). This discrepancy is due, in part, to the emphasit placed, in most
physics instruction, on learning quantitative methods and on solving quantitative
problems. Experts, like beginnin.g novices, make extensive use of quaiitative reasoning.
In the domain of electricity, for example, deKleer (1885) observes that, "an engineer
does not perform a quantitative analysis unless he first understands the circuit at a
qualitaiive level (p,2?5)". ’

We therefore argue that students should initially be exposed to qualitative,.

causal reasoning in order (1) to make connections with their najve intuitive models of
physical phenomena, and (2) to enable them to acquire this important problem solving
skill that. evidence has shown they lack. Quantitative reasoning should only be
introduced aftsr students have been given a qualitative, intuitive conception of the
domain, and the form of quantitative reasoning then taught should be a logical
extension of the qualitative reasoning they have scquired. Further, the form of
qualitative, ceusal reasoning should build upon students’ naive but accurate intuitiors

and thus help to override their naive but inaccurate intuitions. In this regard, it
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should be compatible with reesoning employcd in cther physical domains, such as
mechanics, about which siudents’ mar have kn:wledge arnd experience that can be
dravn upon during learning. It shold alzo be compatible with students’ intuitions
about the causal nature of the world, cuch as: changes in. states have precipilating

causes.

This initial emphasis on qualitative thinking reguires %hat students be given
problems that necessitate qualitativc reasonipg for their solution. For instance, in the
domain of electrical circuits, circuit dosign end trocudleshcoting problems can have
this property. Problems of this typ: are thus useful in metivating the development of

qualitative reasoning skills.

1.2.2. Causal Consistency

Conventionally, electrical theory is taught Lj presenting a series of laws which
describe fundamental relations among voltage, current, and resistance in a cireuit
(e.g.. Ohm’s law, and Kirchhoff's volisge and current laws). The laws are presented as
algebraic equations, which can be menipulated as to forz (2 3., I=V/R, V=IR, R=V/]).
Instruction then focuses on how to apply those equations in their various forms to the
enalysis of problems involving circuits of varying degrees of complewity, -and the

resulting constraints on voltages and currents in a circuit are used to develop

quantitative solutions for the unknown quantities in the problem. (cf., Riley, 1884).

Note that by using such constraint-based reasoning, the causal relations among

&

voltege, current, and resistance are not meade explicit, and the implicit causal model is
actually inconsistent. Thus, at tines the current flowing through a fixed resistance is
viewed as determining the voltage, and at other times applied voltages are viewed as

determining the current through a resistance.

It is also the case that qualitative theories are not necessarily cohiiiten{ about
the basic causal relations between voltage, current, and resistance. For example,
deKleer's EQUAL (1885) infers that an increase in current out of a node causes a
decrease in the voltage at that node (using the Kirchhoff current law or what is
termed the KCL heuristic). At other times, an increase in voltage across a component
causes the current through the component to increase (Ohm's law). Thnt. the
qualitative reasoning makes inferences about the effects of changes in current on
voltage, and it also allows inferences about the effects of changes in voltage on

current flcw.
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Our view is that menial models should be consistent in the assumed direction of
causality among resistance, voltage, and current. In particular, current through a
component, as Steinberg (1983) has argued, is determined by the voltage or electric
force applied to the component. Voltages applied to a component within a circuit are,
in turn, determined by resistances within the circuit. Viewing electric force as
causing current flow also allows one t{o explain electrical phenomens that carnst be

explained by currert flow alone (for example, the behavior of capacitors; see
Steinberg, 1983). '

With electrical forces viewed as the causal agent, to understand a circuit's
behavior, one needs to understand how changes in the conductivity (resistance) of
circuit components alter the distribution of voltages applied to components within the
circuit. Thus, our models employ a qualitative rule relating resistance to voltage (the
R ~> V rule), and a qualitative version of Kirchhoff's vultage law. For example, the R
=> V rule states that a decrease in resistance of a component causes a decrease in
voltage across the component (except if the component is directly connected to a
voltage source). It further states that if the resistance of a component is zero (such
as a switch when closed), ther: is no voltage drop across the component. To
prop.agate the effects of that change in voltage, the unaerlying concept employed is
one of physical systems attaining states of equilibrium. The instentiation of that

gereral concept in the domain of elecirical circuits is Kirchhoff's voltage law, waich

states that the electrical forces (voltages) around any loop within a circuit must

balance one another, that is, sum to zero. For example, if a switch is closed, then

ary series of resistive components connected in parallel with the switch can have no

voliage drop across them. In analyzing a circuit, one reasons using rules such as
these to determine the distribution of charges within the circuit after a change in the
state of a device has occurred, and the effects of those chkanges on the states of
other devices witain the circuit. Qualitative reasoning is thus based initially upon a

subset of the constraints available in quantitative circuit theory, chosen for their
causal consistency.

Simulating circuit behavior through the use of such qualitative models will reveal
the sequence of device state changes that occur during the operation of the cirecuit
end the reasons for those state changes. Thus, the student can see how changes in
the state of & circuit precipitate other changes in the state of the circuit. For

example, if a switch is suddenly closed, it may cause a capacitor to start discharging,
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which in turn could cause a light to go on. The behavior of devices is causally

determined by changes in other devices' states.

This sequence of device behaviors could equally well be constructed by a
quantitative or qualitative model. However, qualitative models, in addition to being
ahle to simulate the propagation of state changes within a circuit, can generate causal
explanations for why the devices change state. For instance, they can describe how
closing a switch completes a circuit, causing a voltage to be applied to a light bulb
and thereby causing the light to go cn. This is achieved by embedding within the
simulation the beasic electrical concepts of conductivity, resistance, and voltage drop,
and by having the simulation utilize basic circuit principles relating to, for instance,

how changes in conductivity and resistance can produce changes ir voltage drops.

Understanding the causality of circuit behavior thus motivates the need to

understand basic circuit concepts such as conductivity, resistance, and voltage and

also basic circuit principles such as Kirchhoff's voltage law. These are non-trivial
ccncepts and laws to master, So we take the approach of introducing them gradually,
starting with simple circuits that can be reasoned about with simple forms of
quatiiative reasoning and progressing to more sophisticated circuits that require more

sophisticated forms of qualitative reasoning for their analyses.

1.3. Learning as a Process of Model Transformation

A view of learning that follows from the mentel models approach is that, in the
process of acquiring an expert model, the student formulates a series of models each
of which is adequate for some subset of problems (White and Frederiksen, 1985).
These models are transformed into increasingly more adequate models in response to
the demands of more complex problems undertaken by the student. Thus, the primary
learning construct is one of model transformation. Transformation may involve the
elaboration of model features, addition of features, generalization of features,
differentiation aniong features, or even the construction of alternative models for
representing the relations among and functions of devices within the domain. The
representation of the learner’'s current knowledge state is a description of the model
he or she currently has evolved. This representation, in turn, characterizus the types

of problems that the learner can currently solve.

The form of mental model that we attempt to teach novices is not simply a

subset of more sophisticated expert models. For example, students may learn to
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reason about discrete changes in states of devices on the basis 61 the voltages that
are present within e circuit. Later, th'ey may learn to reason about incremental
changes in voltages and how they influencc device states. These alternative models
represent different ways of reasoning about a circuit, which share some concepts but
difier in others. Another example involves changes in a model's control structure.
For instance, initially we focus on the behavior of a single device, such as a light
bulb, in a circuit, and how one reasons about the behavior of the light bulb as it is
effected by changes in the circuit. Later in the model progression, we focus on how
one reasons forward from a change in the circuit, such as closing a switch, to the
effect on all of the devices in the circuit. '

" Our wo: ¢t has focused on creating a progression of increasingly sophisticated
models for reasoning about the behavior of electrical circuits. These models furnish
learning objectives for different stages in instruction. They also represent different
aspects of circuit behavior and are useful in their own right in reasoning about those
particixlar aspects of a circuit's behavior. We define two dimensions on which models

may vary: their order and their degree.

1.3.1. The Order of a Model

We distinguish models that reason on the basis of the mere presence or absence

of resistance, voliage, current, which we call “zero order models”, from those that
reascn on the basis of changes in resistance, voltege, or.current. which we call "first
order models”. Zero order models can reason about binary states of devices and can
answer questions of the form, "Is the light in t.hi.'; circuit on or off?" First order
models on the other hand reason on the basis of qualitstive (first-order) derivatives
and can answer questions such as, “Is the light getting brighter?” Whereas, second-
order models reason about the rate at which a variable is changing, such as, the rate
at which the light is getting brighter. Each of these is distinguished from quantitative
models that can answer questions of the form, "How much brighter is the light or how
bright is the light?” All of these orders of model are thus useful for answering

questions about circuit behavior of a particular sort! .

YZero order models, fur exomple, are sometimes tought es o besis for learning to
troubleshoot electrical circuits (White and Frederiksen, 1983).
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1.3.2. The Degree of a Model

Over the course of instruction, models develcped fucreace in what we term their :

"degree of elaboration”. This is determined by the number of qualitative rules used in
propagating the effects of changes in state of circuil components on the behavior of
other cbmponents. The initial qualitétive models empioy principles for determining
voltages applied to components based upon only two hasic rules: the R => V rule and
a qualitative version of Kirchhoff's voliage law. Ghese vconstraints are sufficient to
understand and. simulate the gqualitative behavior of a large class of circuits, even
though they are based upon only a subset of the available constraints of circuit
thecry. In subsequent modeis, a qualitative verrion of Ohm's law is introduced in
order to relate changes in voltages across compornents to current through those
components when their resistance is fixed. In later models, additional constraints are
aglain introduced into the student's repertoire, namely qualitative rules based upon
Kirchhotf's current law and a second constraint based upon Ohm's law, relating
resistance to current. Finally, in the most sophisticated models a third constraint
based upon Ohm's Law is introduced relating changes in current to changes that can
be inferred to have occurred in voltage. In introducing this third constraint based
upor Ohm's Law, we do not present the constraint as a causal relation between
current aud voltage (which would viclate the causal consistency principle).. Rather, we
present the constraint as an example of backwards reasoning, where one infers th;

voltage change that precipitated a change in current.

The purpose of presenting models of increasing degrees of constraint eleboration
is to teach students to reason flexibly using the full set of constraints Available ‘to
them, however redundant they may be for the purposes of qualitative reasoning about
simple circuit behavior. This is importent if one seeks to then introduce quantitative
reasoning as | a natural extension of qﬁalitative reasoning. ¥When reasoning
" quantitatively, there are circuit problems that will require students to apply the full
set of constraints available in circuit theory, and for students to reason

"algebraically” in finding and applying multiple constraints.

1.4. An Overview of the Learning Environment

The instructional system we have built addresses the evc;lution of the
unelaborated, zero—order model which is described in more detail in the following
section. It enables students to learn how to reason qualitatively about device states

using general circuit principles based upon the R —=> V rule and Kirchhoff's voltage
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To this end, it develops the basic concepts of voltage and resistance and
incorporates device models for devicesl commonly encountered in circuits. Students
learn now to apply a knowledge of deviée models and circuit principles to simulate the
opertjltion of a circuit. They also learn strategies for troubleshooting that apply those

prinsiples.
{

The learning environment is based upon a decomposition of the knowledge domain
into ;a sequence of increasingly sophisticated, qualitative models that correspond to a ~
possi‘ble evolution of a learner’'s mental model. The progression of models constitutes
a series of instructional goals for the student, namely, mastery of the model that is
currfently driving the simulation environment. Based upon the student's current
mential model and a knowledge of possible model evolutions, students develop & model
tran#format‘.on goal. (i.e., they choose which level of model they want to master next).
The hethod of dbringing about such a transformation is to instantiate it in problems
for tihe studeat to work out. The instructional system presents to the student those
probiems that can be solved under the transformed model but not under the

untrins!ormed model. The students are thus motiveted to revise their current model.

In order to facilitate this imodel transformation, the system can turn any problem
into an example for the student by reasoning out loud while it solveé the prodblem. As
models become more sophisticated, they also become more verbose. The mechanism for
pruning explanations is to focus the explanations on the d.iflerence' between the
transformed and the untransformed model. Reasoning of the transformed inodel that
was present in the untransformed model either does not articulate itself or, if it is

necessary to support the model increment, is presented in summary feshion.

Looking at the difference between the transformed model and the student's
current model also helps to define what aspects of the problem solving process should
be represented to the student. For instance, if students are léarning about
detelrmining when there is or is not a voltage drop across a device, the system
illustrates paths to voltage sources. However, later in the model progression, when it
is a‘ssumed that students already know how to determine the presence of a voltage
drop, the paths are no longer displayed.‘

Thus looking at the difference between the transformed and the untrensformed
modgl in the progression of models enables one to determine (1) whet problems to

present to the student, (2) what aspects of circuit behavior to articulate verbally, and
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(3) what aspects of circuit behavior and of the prob‘em nlving process 10 visually
display to the student. » B i

Pasing en mstructxonal system on a prngression of qualzta ive. cauul models ’

thus enable the system to:

‘1. Sir.ulate circuit behavior. Each model is able ‘o accurately simulzte the

behavior of a certain cless of circuits. (The modals can, in fact, simulate

- the behavior of any circuit, however, the simulation will not be accurate for
all circuits.) »

2. Model the students. The students are assumed to have the current model
when they can correctly solve problems that the current model can solve
but the previous mode! could not.

8. k'rutor the students. . By reasoning out loud the nodels can generate
qualitative, causal explanations for circuit behavior. ' : :

Each model can serve as a student model, a circuit“simulator. and a tutor. AJ]
of the functions of the instructional system are thus performed, at a given point in

the learning progression, by & single model.

The instructional system provides students with a problem-—solving environment
within which circuits can be built, tested, and modified. The student can select
circuit components from a list of devices'that includes batteries, iesisto‘rs. switches,
fuses, light bulbs, wires, transistors, and ‘capacitors. The student then places the
device on the screen in the desired location and indicates its connections to other
devices. At the same time, as the student ic constructing a circizit diagram on the
screen..the system is constructing a qualitative model o the circuit. The student can
request that the model “run” in order tc¢ obtain a visua) crepiesentation of circuit
behavior end, if .desired. a verbal explanation for the circuit's behavior (presented via

computar generated speech and in written form on &e display screen). Thus, students

can, for example, use a circuit editor to create circuits and experiment with them by>

changing the states of devices, inserting faults, and adding or deleting componrents.

" The objective is to be able tc have the simulation describé the behavior of a
circuit in both verbal and graphic terms. There ares graphic icons for each device in
the circuit which are represented 'on the display screen with the appropriate
connections. When a fault is introduced into the circuit, both the device model and

the graphic representation of the device change‘ appropriately. For instance, shorts
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to ground alter the connectivity of the circuit, while opens alter the conductivity of
the circuit. Similarly, when a device changes state, either as a result of an externally
introduced change or as a result of the functioning of the circuit itself, the icon
associated with that device can depict the new state. Furthermore, when search
procésses operate, they can leave a visible trace of the path they are currently
pursuing so that, for example, when the simulation determines that there is a path
with no resistance from a port of a device to ground, that path can be illustrated
graphically on the display screen. '

In addition to being able to construct and modify circuits, the system makes
available a progression of problem sets for the student to solve based upon the
progression of mental models. Circuit problems given to students include (1) making
predictions about circuit behavinr, and (2) troubleshooting cr isolating faults within
circuits. Correspondiﬁg to each of these two types of problems are two tutoring
facihities: (1) the qualitative, causal model of electrical circuits that underlies the
simulation and can illustrate principles for reasoning about circuits; and (2) an
"expert” troubleshooter that can demonstrate a strategy for isolating faults within
circuits and that incorporates the same type of reasoning as that involved in
predicting circuit behavior. The troubleshooting expert operates in int.eract.on with

the circuit model as it diagnoses faults.

When solving problems, students can call upon these programs to explain
reasoring about circuit dperation or troubleshouting logic. Tke qualitative simulation
utilizes a model appropriate for the student at a given stage in learning and thus cen
articulete its reasoning at an appropriate level of explanation: When circuits with
faults are iniroduced, the circuit model can' explain to students the operation of such
circuits in either their faulted or unfaulted cbndiuon. Explanations of troubleshocting
logic produced by the troubleshooting expert are also coordinated in level of
complexity with the explanations of circuit Leuavxor offered by the circuit simulation.
The students can thus see a map of the leaning space, as defined by the progression
of circuit behavior and troubleshooting models, and can utilize this meap to select
problexn sets.

'By using these tools provided by the learning environment, the students can

manage their own :earning. For instance, they can chocse to create their cwn

" prodblems wusing the circuit editor, and/or they can attempt problem sets and

sequences of problem sets defined by the model progression. Further, they can ask to
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_sce ihe behavior of a circuit simulated and can ask to hear explanations genersted by
~ the resident qualitative model. All of these learning iools are enabied by toe N

qualitative wodel that is driving the learning environment at a given peint in rime und
by the mode! progressions. . -
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2. Qualitative Causal Models of Circuit Behavior

2.1. The Instructional Need for Zero Order Models

The pioneering work of deKleer (1979) and others (in Bobrow (Ed.), 1985) has
shown how models can be developed that enable a computer to resson qualitatively
about a physical domain. Further, these researchers have demonstrated that such
models can be adequate to solve a large class of problems (e.g., deKieer, 1885). Our
work on the design of qualitative models for mstructioﬁal purposes has focused on
creating models that (1) enable decompositions of sophisticated models into simpler
models that can, nonetheless, accurately simulate the behavior of some class of
circuits, and (2) enablé the causality of circnit behaviors for the simpler models to be
clear and at the same time compatible with that for more sophisticated models.

DeKleer (1985, p. 208) argues that: “Most circuits are designed to deal with
changing inputs or loads. For example, ... digital circuits must switch their internal
states as applied signals change ... . The purpose of these kinds of circuits is best
understiood by examining hew théy respond to change.” DeKleer's behavioral circuit
model reasons in t=rms of quelitative derivatives obtained from qualitative versions of
the constraint equations ("confluences”) used in quantitative circuit analysis. These
enable it to aralyze the effects of ckanging inputs on circuit behavicr.

The difficulty with utilizing such a model, at )least at the initial 'stage'of
instruction, is that novices typically do not have a concept of voltage or resistence,
let alone a conception of changes in voltages or résistance (Collins, 1985; Cohen et al.,
1983). For example, as part of a trial of our instructional system, we interviewed
seven high school students who had studied physics as part of a middle schoul science
course, but who had not taken a high school physics course. They all initially
exhibited cerious misconceptions about circuit behaviors. For example, when asked to
describe the behavior of the light in the circui? shown in Figure 1 as the switches are
oprned and closed, only oxie of the seven students had a concept of a circuit. The
other students predicted that the buldb would light if only one of the Mtchés were
closed. A typical remsrk was the following, “If one of the switches on the left is
closed. the light will light. It does not matter whether the switches on the right are
open or closed.” Further, they said, " if you close both swilches on the left, the light
will be twice as bright as if you close only one of them”. In addition to this lack of a

basic circuit concept, all seven of the students predicted that when you close the
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switch in Figure 2, ihe light would stﬂl light —= the statement .Lat the switch ‘was not
resistive when clozed did not matter. In fact, five of the students stated that ;hey
did not .know what wes meant by the term “not resistive”. They thus hkad 2o
sonception of how a" non-resistive path in a ciréuit could affect circuit behavior.
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Figure 1

Novices such as these, who do not have accurete models of when a voltage is
applied to a device in a circuit, could not possibly understand what is meant by a
change in voitage acroe;s a device. Thus, we argue that students should initially bde
'taught a progression of zerc order, qualitative models that reason about gross aspects

of circuit behavior. This type of model can accurately simulate the behavior of a

'large class of circuits, and can be utilized to introduce fundamsntal ideas about

circuit behavior. ‘ g ' . >
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‘The knowledge entedded in tne zero order models has been shown to be the
type of knowlsdge that even college physics students lack (Cohen et al., 1€83), and is
also crucial knowiedge for successful troubleshooting. For example, co;:\sider' oz
elementary form of troub‘.eshobtihg such as trying to locate an open in the circuit
shown in Figure 3. Imagine thet e test light is inserted into the middle of the circuit
as shown in the figure. in order to make an inference about whether the open is in
the part of the circuit in series with the test light or the part in parallel wiih it, one
needs to know that if switch #1 were open, the light would not be on even i the
‘circuit had no feult. Simiiarly, one needs to understand that if switch #2 were closed,
the test light would pot be on even if the circuit were unfaulted. Thus, even for
performing the mecst elementary type of electrical troubleshooting, one needs a “'zero

order understanding” of circuit behavior. )

Once basic aspects of circuit behavior have bezn understocd.‘ students can the

progress to analyzing more subtle aspects of circuit behavior. For :xample. they ca

learn to determinz how increasing the resistance in a branch of a. circuit increases

and decreases voltages within the circuit. Such an analysis requires a more

gophisticated form of qualitative reasoning that utilizes qualitative derivatives. The
qualitative model used in tutoring the students can no longer simply .reason about
whether or not there is a voltage applied to a device, rather, it must detérmine
whether the voltage is increasing or decreasing. This typ. of analysis is necessary
when enalyzing, for instance, the occurrence of feedback within a circuit. Thus the
progression of qualitative models must evolve to incorporéte "first order reasoning";'

that is, reasoning about qualitative derivatives.

i
{

The firfs.ft order models utilize many of the features of the zero order models and
ﬁn be desc’“bed in more detail later in the paper; This section describes the clesig:Qi
and operaticlu{yj of the zero order models.

2.2. The Zerl Order Models

~ The progression of zero order behavioral models incorporate knowiedge of the
topological structure of the circuit, the behavior of the devices within the éircuit. and
basic electrical principies relating to the distribution of voltages within the circuit.

These principles eneble the model to reason about the effects of changes in the
conductivity of circuit components. The inrtructional system also includes a

progression of general troublesheoting algorithms for localizing feults within a circuit
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described in the next section. These algorithms utilize the behavioral models es part
o! their problem solving process. Both the behavioral models and ir ubleshooting
algorithms can articulate their thinking, both visually and verbaily, when simulating

the behavior of a given circuit or when troubleshooting.

Circuit topology. The topology of the circuit is repressnted by the set of
devices included in the circuit, together with the set of interconnecticas between
designated ports of those devices. Thus, each instantiation of a device type within a
eircuit includes a table containing, for each of its ports, the elecirical node tc which
it is connected.

_I)_e_v_i£g models. The behavioral models contuin device models for devices typically
found in circuits. The devices modelled are ba.ttefies, switches, resistors, bulbs,
diodes, fuse.s. capacitors, transistors, test lights, and wires (wires are explicitly
introduced as devices). Device models include rules for determining a device's state,
based upon the circuit environment of the device. For example, if there is a voltuge
drop across the two ports of a light bulb, the light bulb will Lz in the "on” state;
otlerwise it is in the "off” state. When a device's state changes, the device model
activates additional rules which reevaluate a set of variables associated with the
device. These variables include (1) the conductivity of the device (is it purely
conductive, conductive but resistive, or nonconductive), and (2) whether or not the
device is a source of voltage. For example, when a capacitor is in the charged state,
it is nonconductive ard a source of voltage. Finally, the device models include fault
states, ‘which include rules for altering the device variables to make them consistent
with a puarticular fault, and which override the normal states for the device. For
example, when a light buldb is faulted “cpen”, it becomes non-conductive and its state

will be "off". Some illustrations of device models? are given below.

2Tho devices oro uodoilod os Ideal components. Thus, for exomple, the batisry is modelled
as purely conductive becouse an ldeal bottery has no resistonce, even though real worid
batteries ore resistive.

o
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- Battery
States: Charged or Dis‘harged o

14 the battery is discharged and u it has 8 voltage applied to it then it
becomes charged; otherwise it remains discharged.

u the battery is charged and if there is a path with no resistive elements
across the battery, then it becomes discharged; otherwise it remains charged.

Internal ConAuciivity: Purely—Conductive

Voltege Source:
It the ba{teryAis charged, then it is a source of voltage; otherwise it is not.
. Fault Example: Permanently Discharzed

I the feult is permanently discharged then set its status as a voltage
source to negative. :

For relatively complex devices such as cepacitors, it is unrealistic to expect
students at 'the outset to acquire the most sophisticaﬁ.ed device models. Students are
therefore introduced te & progression of increasingly sophisticated and adequate
nmodels for such de_vices.3 The initial capacitor model is illustrated below. The
conditions for the rules that determine device states are wiitten in such a way that
only one of them can be true at a given point in time and they arz evaluated in

paralle], so that, on a given evaluation, only one of the rules will be executed.

31’m initial capocitor model only incorporofes two discrets stotes: chorged and
dischorged. One limitotion of such o copocitor model is thot it does nut take inte occount
the non-steady stotes of charging ond discharging. Furthermore, o copocitor is not just
"charged”, rather it Is "charged to o ¢iven voltage”. So, for exomple, if it is being
charged by o smaf! battery, it becomes charged to o low voltoge, whereas, if It is being
charged by o large inductor, It becomes charged to o high voltags. The consequence is that

_when o copacitor Is chorged to o given voltege, It Is conductive-resistive to voltage =
sources higher thon thot voltoge ond is non—conductive to lower volteqo sourcec. Thus the

Interna!l ecorductivity ond resistancs of the copacltor, which con affect the behavior of
other devices In the circuit, cos only be determined by knowing the level to which the
copocitor is chorged. For circuits with only one voltoge source and for certein circults
with multiple voltage sources, circuit behavior con be accurotely simulated without moking
this distinction. However, more complex circuits require the distinction to be mode end
thus learning about copacitors can motivote the need to understand more complex ocspects of
circuit behavior. They olso can be used to introduce tho limits of qualitative modeils ond
motivota the need for quontitative models. For exomple, consicer a cose where there are two
tow leve! batteries in series. The mode! now needs o rule sayling thot two voltage sources

in series 0dd together, but, whot is LOW + LOW? Even turther, what is LO¥ 4+ HIGH? This

ftiustrates o fundomento!l limitotion of models that utilize cotegory scales.
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Capacitor
State: Charged or Discharged.
If it has & voltage applied to it, then its state is charged.

It it does not have a voltage applied to it and if its state is discharged,
then it remairs discharged.

If it does not have a voltage applied to it and if its state is charged and if
it has a conductive path across it, then its staie becomes dischsrged.

If it does not have a voltege applied to it and if its state is charged and if
it does not Lave a conductive path across it, then its state remains charged.

Internal Conductivity:

1 it is charged then it is non~conductive.

If it is discharged then it is purely conductive.
Yoltage Source:

If it is cherged, then it is a source of voltage.
.1 it is diseharged, then it is nof & source of voltage.
Fault Example: I;xterna!]y Shorted

1f the capacitor is internally shorted, then set its internal conductivity to
purely conductive and its status as a source of voltage to negative.

When e particular device, such as a light bulb, is employed within a particuler

circuit. a data table is created for the sperific instantiation of that device in that

circuit. This table is used to record (1) the present state of the device, (2) whether
it is presently a voltage source, (3)'its internal conductivity (what possible internal
conciuctive paths exist among its ports and whether they are presently purely
conductive, resistive, or nonconductive), (4) the device polarity, as well as (5) its
connections to other devices in the circuit, and (8) its fault status.

When the student is performing e mental simulation of a particular circuit, the
student must also keep treck of this information. Device connections ars already
given by the circuit diagram and thus do not need to be included in the student's
device data table. However, the rest of the information related to the state of the
device and its polarity must be recorded, either above the device in the circuit
diagram or in a device data table, as jllustrated in Figure 7.
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A mental model for a device in the form illustrated for batteries and capacitors,
enables the student to determine the state of the device regardless of the circuit
environmept in which it is placed.‘ Information related to the state of the device,
such as its internal conductivity and whether or not it is a source of voltage, will in
turn affect the behavior of other devices in the circuit. Such e device model will thus
form the basis for understanding the causality of circuit behavior in terms of showing
how a change in state of one device can produce a change in state of another device
within the circuit. It does not., however, provide the student with a ‘complete”
understanding of how a battery works or how a capacitor works. For example, the
capacitor model cannot generate an explanation for why a capacitor becomes non-
conductive when it is charged. One ultimately needs to introduce, in addition to

beheviorel models, physical models for devices.

Circuit Principles. When simulating a particular circuit, the only information

thet tbe qualitative simulation requires is information about the structure of the
circuit, that is, the devices and their interconnections. All of the information about
circuit behavior, as represented by a sequence of changes in device states, is inferred
by the qualitative simulation as it reasons about the circuit. To reason about device
polarity and state, the device models utilize general qualitative methods for circuit
analysis. For instance. when attempting to evaluate their states, device models can
call upon procedures to establish voltages within the circuit. In the case of the zero
order models, these procedures dete.rmine. based upon the circuit topology and the
states of devices. whether or not a device has a voltage applied to it.5 The most
sophisticated zero order voltage rule is based on the concept that, for a device to
have a voltage applied to it, it must occur in a circuit (loop) containing a voltage
source and must not have any non-resistive paths in parallel with it within that
circuit. More formally, the zero order voltage rule can be stated as:
If there is at least one conductive path to the negative side of a voltage

source from one port of the device (a return path), and if there is a
conductive path from another port of the device to the positive side of that

“It should be noted that the behavior of the device will be occurote within the limite of
the odequccy of the device model. Thus for complex circuits, a more sophisticoted copocitor
mode! may be required, os discussed loter In the poper.

5ln the case of the first order models, these procedures reoson about whether the voltoge
drop ocross a device is increasing or decreasing as 2 result of chaonges in its resistonce
and the resistance of other devices in the clircuit.
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voltage source (a feed path), wilth no non-resistive path branching from any
point on that "feed” path to any point on any “return” path, then, the device
has a voliage applied to that pair of ports.6 ,

Changes iz a circuit, such as closing a switch, can alter in a dramatic way, the
conductivity of the circuit and thereby produce changes in whether or not a device
has a voltage applied to it. To illustrate, when the switch is open in the circuit
shown in Figure 2(a), the device model for the light bulb calls upon procedures for
evaluating voitages in order to determine whether the light's state is or or off. The
procedure finds a good feed path and a good return path and thus the light buld will

" be on. When the switch is closed, as shown in Figure 2(b), the procedure finds a
short from the feed to the return path and thus the light bulb will be off.
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Causal explanations. Simply having the model articulate that when the switch is
closed, the light will be_ off because there is a non-resitive path across it, is not a

| N

sufficient causal explanation for students who have no understandicg of (1) what is
meant by non-resistive, or (2) what affect such a path can have on circnit behavior.

First of all, students necd definitions for concepts such as voltage, resistance,

current, device state, internal conductivity, series circuit, and parallel circuit.
Further, they need a "deeper” causal explanation of the circuit's behavior. For
instance, there are two alternate perspectives on the causality of circuit behavior —-
a current flow perspective and a voltage droo perspective. To illustrate, the following
are explanations that (1) a current flow mode], and (2) a voltage drop model could

give as to why the light is off when the switch is closed for the eircuit shown in
Figure 2.

(1) The current flow model could state:

In order for the bulb to light, current must flow through it. There is a
device in parallel with the bulb, the switch. In parallel paths, the current is
divided among the paths. More current flows through the path with the least
resistance. If one of the paths has no resistance, all of the current will flow
through it. Since the bulb has resistance and the switch does not, all of the
current will flow through the switch. Siace thers is no current flow through
the bulb, it will be off.

the cose of the zero order voltage rule, this is simply the presencs or aobsence of voltage.
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6By"‘volwgo applied to a device", we mean the qualitotive version of the opan circult (or
Thevenin) voltoge, that is, the voltage the device sees as it looks into the circuit. In




22

(2) Whereas, the voltage 4dron model could state:

In order for the bulb to lLigh!, thers mnst be a voltage drop across it.
There is a device in paralizl with the bulb, the switch. Two devices in
parallel have the same voltage drop across them. Voltage drop is directly
proportional to resistauce: If there is no resistance, there can be no voltage
drop. Since the switch has no resistauce, there is no voltage drop across
the switch. Thus, there is no voltage drop across the light, so the light will
be off.

One could be given even '“deeper” accounts of the physics underlying circuit
causality. For instance, the system could present physical models thet attempt to
explain why current flow and voltage drop are affected by resistance in terms of
electrical fiélds and their propagation. However, for our present purposes, the syst.em

presents a causal account to the depth illustrated by the preceding model.

In explaining the behavior of the light in the preceding exanmple, one could

utilize either the voltage drop explanation or the current flow explanation, or both.

Our view is that ﬁiving students both types of explanations, at least in the initial
stages of learning about circuits, would be unnecessary and confusiné. It would
require students to construct two models for circuit behavior, and this would create a
potential for them to become confused about circuit causality. However, later on

students may learn to reason in either way about circuit behavior.

We therefore selected only one of the causal models. We chose the voltage drop °

explanation because current flows as a result of an electromotive force being applied

to a circuit; because troubleshooting tasks typically are based upon reasoning about ‘,

voltages and testing for them; and because research has shown that this is an

important way of conceptualizing circuit behavior that even sophisticated students
lack, as illustrated by the following quotation from Cohen, Eylon, and Ganiel (1983):

“Current is the primary concept used by students, whereas potential
difference is regarded as a conseguence of current flow, and not as its
cause. Consequently students often use V=IR incorrectly. A battery is
regarded as s source of constant current. The concepts of em! and internal
resistance are not well understood. Students have difficulties in analyzing
the effect which a change in one component has on the rest of the circuit.”

‘In addition, reasoning about how circuits divide voltage is a major component of

our first order models. These models reason about changes in resistances and

‘voltages within a circuit, using a qualitative form of Kirchhoff's voltage law. Thus .

.




23 ‘
!
getting students to reason in terms of voltages is compatible wi'th the type of
reasoning that will be required later on in the evolution of the studerts’ models.
' |
Topological search. The rules that embody c1rcuit principles, ~uch as the zero
order voltage rule, utilize topological search processes that are needed for example,
to determine whether a device has a conductive path to a source of voltage. The
search processes utilize the information maintained by the dev}ce data tables
concerning the devices’ circuit connections, polarity, internal c@nducti_vity. and
whether or not they serve as voltage sources. The topological searc;h processes can
locate conductive paths within the circuit. For example, they can find all conductive
paths from one port of a f:levice to another port of the same dev’ice.: or to a port of
another device. They can also check to see if the paths are resistive or non-
resistive. The stud‘ents execute an ?gous search processes when t‘;racing from one
device to another, using the circuit diagram, in order to locate, for instance, a feed
path for a device. ' '

|

Establishing device polarities. The topological search processes are huided by

polarities assigned to thé ports of each device in the circuit. For example, when the
light bulb in the circuit shown in Figure 4 is attempting to evaluate its state, it calls
upon the voltage rule which invokes a search for, emongst other things, a conductive
path to the positive side of the battery. This seerch immediately reaches a potential
branchiug point: it could pursue the spath starting with resistor Ry and/or it could
pursue the path starting with resistor R,. However, the search is reduced to following
only the path starting with resistor 1'22 because the polarities of the connecting ports
for the light buldb and resistor Ry ane both positive, and therefore, this path through
resistor Ry cennot lead to the pot’htive side of the voltage source. The device

polarities can thus be used to prune the topological searches.

Device polarities are established by a general, qualitative circuit orientation
algorithm that reorients the circuit whenever a topoiogical changé in the circuit
occurs or whenever a device alters its status as a source of voltage. The algorithm
begins by identifying all electrical nodes’ in the circuit, and labelling them. Then, it

recursively recognizes and removes all series and parallel supcircuits. Two

1
‘

Teractrical nodes are points of connection betwsen two or more resistive devices. Any
non—resistive devices present ore collopud into @ single electrical node.

l
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components that are connected together at both ends are recognized as a parallel
subcircuit and are treated as & uait. Two components that are connected only to
each other at one end ere recognized as a series subcircuit and are also treated as a
unit. The algorithm first brackets all parallel subcircuits as units and then, working
with what are currently the highest level bracketed units, all series subcircuits. This
process of alternately remerving parallel and series subcircuits continues until there

are no such subcircuits remaining. The algorithm constructs the innermost groupings

first and proceeds in this way until the final grouping is reached, which in the case of

series—parallel circuils is one that encompasses the entire circuit. The result is a
hierarchical parsing of the circuit. The units are then assigned polarities in relation
to the voltage source, starting at the outermost grouping and moving inwards. The

side of a unit connected to the positive terminal of the battery is assigned & plus, and

the other side a minus. Units contained within larger units are assigned the same

polarities as those of the larger units which contain them.®

This circuit orientation algorithm was desig‘ned to be easy for students to learn
and execute. Howeve_r. in the initial progression of models, the complexity of circuits
that students are exposed to is not sufficient to réqujre teaching the algorithm.
Deternining the orientation of devices within the circuit is straightforward. Thus, we
essume that students can idex.:tify device orientations within the initial! progression of
circuits, and therefore, the algorithm does not articulate its behavior and is not
explicitly taught. '

Control structure. The simulation of circuit operation is driven by changes in

the states of the devices in the circuit. These changes are produced by (1) changes
in states of other devices, such as a battery becoming discharged causing a light to
go out; (2) external interventions, such as a person closing a switch, or a fault being
introduced into the circuit; and (3) increments in time, such as a capacitor becoming

discharged. Whenever a device changes state, its status as a voltage source is

redetermined by the device model, along with its internal conductivity/resistance.

Whenever any device's internal conductivity or status as a voltage source changes,

'TM. algorithm con identify indetcrminacies in the ossigrment of polorities te @ unit.
For inatonce, if o unit hos Doth feed und return poths from eoch of its ports then its
orientation may not be determined. 1f al! of these poths lead to the some voltage source,
it is o bridge vliement in tha circuit. 1If the paths lead teo diffrrent voltege sources
having different polarities, the orientotion of the unit is olso indeterminont.
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then time stops incrementing within th/e simulation and all of the other devices in the
circuit reevealuate their states. This allows any changes in corductivity or presence of
voltage sources within the circuit to propagate their effects to the states of other
devices. The circuit information used for this reevaluatiun is the set of device data
tables exisiing at the initiation of the reevaluation (nbt those that are being created
in the current reevaluation cycle). This is tn avoid unwanted sequential dependencies

in determining device states.. If in the course of this reevaluation some additional

- devices chahge state, then the reevaluation process is repeated. This series of

propagation cycles continues until the behavior of the circuit stabilizes and no
further changes in device states have occurred. Time is then allowed to increment

~and the simulation continues. When any further changes in device internal

cc.iductivity or status as a voltage source occur, due either to the passagé of time or
to external intervention, time is again frozen and the propagation of state changes is

allowed to commence once again.

A Samplie Zero Order Circuit Simulation. As an illustration of how a zero order

model reasons, consider a simulation of the behavior of the circuit jllustrated in

Figure 5:

Initially suppose that both switches are open, the light buldb is off, end the
capacitor is discharged. Then, suppose that someone closes switch #1. This
change in the internal conductivity of a device causes the other devices in
the circuit to reevaluate their states. The capacitor remains discharged
because switch #2 being open prevents it from having a good return path.

e The light bulb has good feed and return paths, so its state bdecomes on.

Since, in the course of this reevaluation no device changed its conductivity,
the reevaluation process terminates. Note that even though the light bulb
changed state, its internal conductity is always the same, so its change of
state can have no effect on circuit behavior and thus does not trigger the
reevaluation process.

Now, imagine that somcone closes switch #2. This change in state produces
& change in the conductity of the switch end triggers the reevaluation
process. The light bulb attempts to reevaluate its state and finds that its
feed path is shorted out by the capacitor (which is purely-conductive
because it i3 in the discharged state) and switch #2 (which is alsc purely-
conductive because its state is closed), so its state becomes off. The
capacitor atiempts to reevaluate its state and finds that it has a good feed
and return path, so its state becomes charged. This change in state causes
it to reevaluate its internal conductivity, and to reevajuate whether it is a
source of voltage. As a result of the capacitor becoming charged, it becomes
non-ccnductive, and a source of voltage. This change in the internal
conductivity of the capacitor causes the reevaluation process to trigger
again. The light bulb reevaluates its state and finds that it has a good feed
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and return path (it is no longer shorted out by tne capacitor bucause the
¢s- utor is now charged and ﬁmerelore non-condactive) and its state
becomes on. This change in the hght bulb’s state has no effect on the hght
bulb’s internal conductivity so the reevaluation process terminates.

Suppose that someone then opens switch #1. This changes the switches
internal conductivity and therefor"p causes all other devices to reevaluate
their states. The light bulb no lon{;er has a good return path with respect to
the battery. However, it has a good feed and return path to another source
of voltage within the circuit, the capacitor (which is chargad an:d therefore a
source of voltage). The state of the light buld will thas be on. The
capacitor no longer has a good return path to a source of voltage and it has -

a conductive path across it, so its state becomes discharged und it becomes
purely-conductive and is not a source of voltage. This change in the
capacitors internal conductivity causes the light bulb to reeveluate its state.
Since the capacitor is no longer elsource of voltage, and since switch #1 is
open thcreby preventing a good return path to the battery, the light bduld
concludes that its state is off. Tihis change in state has no effect on the
light buld’s internal conductivity so the reevaluation process terminates.
" .
' |
Notice that this relatively unsophisticated qualitative simulation has been able to
simulate and explain some importan:t aspects of this circuit's behavior. It
demonstrates how when switch #2 is clc&sed. it initially shorts out the bulb, and then,
when the capacitor charges, it no longer shorts out the bulb. Further, it explains
how when switch §1 is opened, the ce;‘)acitor causes the light buld to light initially,

and then, wken the capacitor becomes discharged, the light bulb goes out.

jl'_h_e' evolution of the control strfucture. By control structure we mean the
determinetion of what goal to pursue next when reasoning about the bcehavior of a
circuit (what Anderson (1984) terms the “problem solving structure”). An example of
cont:ol knowledge within the queutetive model is, "when one device changes its
conducpvity. &ll other devices in the circuit uust reevaluate their states”. The
system makes such control knowledge clear to the student by sinply reasoning out
loud. For instance, it might state, "I an trym; to determine whether this device has a
voltage applied to it (i.e., it states » goel) In order te do that, 1 must eeerch for a
conducnve path from one port of the dence to a voltege source. Then, {i.e., it
etetes the meens for achieving its goel)." Thus the system articulates its goals and
subgoals, as well as its means for eclﬁeving those goals. By so doing, the control
structure of the simulation becomes epp‘rrent to the student. '

One of the most impressive features of the type of quslitative, causal aodel
described in this paper is its utility 1n helping to solve a wide range of circunt
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problems. For example, the student can be asked to predict the state of a single
device after a switch is closed, or to describe the behavior of the entire circuit as
various switches are ospened and closed, or to determine what faults are possible given
the behavior of the circuit. Further, students can be asked to locate a faulty switch
within a circuit, or to design a circuit such that when the switch is closed, the light
in the circuit will be off. Performing this type of mental simulation of circuit behavior
is instrumental in solﬁng all of theze types of problems.

For instan.ce, even when the student is attempting to predict the behavior of a
single device within a circuit such as a tesi light, it is often necessary to know the
states of other devices within the circuit. If there are devices such as capacitors and
transistors whose internal conductivity is state dependent, then their state must be
determined in order to determine the state of the light bulb. Thus even for this

simple type of problem, a mental simulation of the entire circuit is often necessary.
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Figure 8.

The complexity of ‘the control structure required for simulating circuit ‘behavior
varies with the type of circuit. For ecircuits that contein only devices like resistors
and bulbs whose internal conductivity does not change when their states change,
partllel reevaluation is not necessary. For example, consider the circuit shown in
Figure 6. Suppose that someone closes the switch in the circuit. Whether light buld
#1 and light buldb #2 reevaluate their states in parallel or in a particular order makes
no difference to the behavior of the circuit. The state of one light buldb has no effect
on the state of the other light buld since they both remain conductive-resistive no
matter what their state (r.aless they are faulted open). By initially restricting
attention to such circuits, one can begin the instructionsl sequence with models that
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reason serially and then introduce the more complex parallel archiiecture only when

students have aiready besn introduced to basic circuit concepts such as conductivity,

~ resistance, aad voltage drop.

In fart, as long as there is only one device in the circuit whose in‘ernal
conductivity cheuages when its state changes, serial reasoning can yield acrurate
predictions concerning circuit behavior as long as & prescribed order of device

reevaluations is followed. To illustrate, when switch #2 was closed in the simulation

- previously presented for the circuit shown in Figure 5, either having the light buld

and the capacitor reevaluate their states in parallel; or  heving the light bulb
reevaluate its state before the capacitor leads to a correct simulation of behavior for
this circuit. However, suppose instead, that the capacitor had reevaluated its state

first. It would have determined thut it had a good feed and ground path‘ and it would

have become charged, non-conductive, and a source of voltage. The light bulb would
have then have reevaluated its state and found itself ‘to be on, whereas, it should
have initially been_ off. One of the light bulb’'s state changes would therefore have
been missed. Thus either parallel reevaluation or serial evaluation, with the device
whose internal conductivity changes when its state changes being resvaluated last, can

work for this type of circuit.

However, for circuits containing multiple devices, such as capacitors and
transistors, whose internal conductivity changes when their state changes, parallel
reevaluation of device states is crucial for accurately simulating the behavior of the
circuit. One approach is for students to learn to simulafe parallelism the way the
computer model does. This is done by introducing a notational scheme that la;g:ilitates
the parallel reevaluation of device states using device data tables. To elaboi‘dte, the
circuit diagram provides informetion about device connections Students ther record
device polarity information around each device as is done in Figure 4. Aboﬁe each
device the student must record the device's “data’: its state, its internal conJuctivity. ,

- and whether it is pre:enuy a pource of voltage For serial evaluation of device states,

updating this information is all that is required. However, parallel reevaluation
requires keeping two sets of device data for each device. One set records the present
data for the device and the other sel records the reevaluated data. Students then

‘learn that the device whote change precipitated the reevaluation does not get

reevaluated, so that its deta remain the same while other devices undergo
reevaluation. The remaining devices use the present data of other devices in the
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circuit, not the reevaluated data, when reevaluating their own state. If one wants to
record the behavior of the circuit as sequences of state changes that occur within the
circuit, one simply makes a table of device data. Data for each device are recorded in
the table after each reevaluation or time increment. By circling the devices that
change state in each column of the teble, the sequence of state changes for the

circuit can become clear as illustrated in Figures 7 and 6.

This process would become lengthy for large circuits. A second approach may
prove to be more efficient, and more direct in terms of the causality of circuit
behavior. That is to use a zero order form of Kirchhoff's voltage law to imwediately
propagate the effecis of a change in conductivity of a device oz voltages applied
across other devices in the circuit. Then, when other devices’ states are reevaluated,
it will already have been established wkether or not there is a voltage being applied
to each of them. The qualitative version of Kirchhoff's voltage law states that, in any
loop containing & voltage source, there will be voltages epplied across any devices in
the loop provided there are no shorts across the device within the loop. Whenever a
device changes its internal conductivity or its status as a voltage source, the voltages
applied to other devices in the circuit are reassessed using the voltage law applied to
those devices cthat are in direct loops with that particular device. Thus, feed and
return paths do not have to be (redundantly) determined for each device in the loop.
In addition, since changes in voltages epplied to other devices within the circuit can
be inferred, only devices with a change in voltage applied to them need reevaluate
their states. If in the course of reevaluation the internal conductivity or status as a
voltage source of any device changes, then the voltage law is triggered agein, and so
on. In this sequence of reevaluations, the model is similar in contrcl structure to

that of its more inefficient predecessbr.

Time dependent behaviors - one limilation of qualitative models. A major

limitation on time dependent behaviors for qualitative models is that the sequencing of
events happens in ordinal, not interval, time. That is, subject to the limitations
mentinned below, the state changes heppen in the correct order, dbut the langth of
time between events is indeterminant. For instance, in the preceding example of the
circuit illustrated in Figure 5, when switch #2 was closed, how long did the light stay
off before coming on again? Was it an instant or a relatively long time? The model
has no way of knowing. Further, the simuletion implied that ftirst the capacitor
charged and then the light came on. This is not quite accurate since, although the
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capacitor would start chargicg before the bulb would light, it would most likely not be
charged to battery voltage before the bulb lit. The limitation has arisen from ihe
attempt to model only steady states within the circuit. This view works for some
circuits but not others. In order to accurately simulate the behavior of a larger class
of circuits, for example, the cepacitor model could be refined to reason about non-
steady states as well as stcady states. The refined capacitor model would then
reasons about charging and discharging, as well as the charged and discharged states.
It would incorporates rules of the form: if the capacitor is charged and if there is not

a voltage applied to it and if it has a conductive path across it, then its state

becomes discharging.

However, there are still limitations to such a model's ability to sirulate these
time dependent behaviors. For instance, even though the simulation can now
determined when the capacitor starts discharging, it has no precise means of
determining when the capacitor will be discharged. For some circuits, this limitation
is crucial. In such cases all the qualitative mé:del can do is to articulate the range of
possible behaviors for the circuit. So that, for instance, if the capacitor becomes
discharged at a certain point with respect to the behavior of the cther devices, the
circuit will exhibit one behavior, whereas, if it becomes discharged at another point,
the circuit will exhibit a different behavior. The student, or system, must then use
knowledge about the purpose of the circuit or quantitative models to determine what

is the likely b:uavior for this particular circuit.

No function in structure. We sought models that would be robust in permitting

faults to be introduced or circuits to be modified without requiring a new model for
each perturbation in the circuit. By utilizing context free models for devices along
with circuit principles for evaluating voltages, we have been able to construct
qualitative circuit models that simulate the behavior of a large class of citcuits in

both faulted and unfaulted states.

The device models are prototypical and behave appropriately (within the limits
discussed) no matter what circuit they are placed into. The only circuit—specific
information that is required is the set of device interconnections, that is, information
about the structure of the particular circuit. Similarly, the circuit principles embody
general laws of circuit behavior that work (again within the limits discussed) for all
circuits. Thus we are in keeping with deKleer and Brown's (1885) no function in

structure principle.

1 am
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Creating knowledge structures with this property is important in enabling the’

? systern's dualiutlve nodel to sinula_te and generate explanationg for the behavior of}-i
f any circuit that the students choose to construct (within the limits discussed). It ili;
also an important property for the students’ mental models in that their know)edge.;
will then be in a general form that enables them to understand and predict the

behavior of any circuit.
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Locality. However, unlike deKieer (1885), our device models do not reason
locally. Rather, they typically determine the integrity of feed and return paths (that?

E: . is, carry out a loop analyais) in order to deternmine their states. This is -a;
3 consequence of the causal analysis that we are trying to teach. This feature also_‘
P enabl‘es our models, unlike deKleer's (1985), to avoid making assumptions about the:
E) i integrity of the circuit and, therefore, to avoid running into contradictions in their;
reasoning processes. )
3
- ) Ceusality. However, a pctentially serious difficulty introduced by violating‘{ 7
oy deKleer’'s locality principle is that it requires the introduction of parallelism into the‘1
é' nore sophisticated models. Thus more then one device can change state on a giveni’
: cycle, which could obscure the causal relationships between changes in device states.:
E For instance, suppose that two devices, A and B, change state on a cycle. Then, on
the next cycle, another device, C, changes state. From merely observing the state
E changes, one could not infer whether A or B or both A and B caused C to changev
state.

' ‘
¥
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The causality could be recovered by imagining that only A had changed state or

r. only B, and then dgtermining whether C still changed state. However, for large
;:' circuits, this would re-uire a lot of unnecessary processing. A simpler method for
- recovering the causality is made possible by the type of reasoning that the zero ordetl
;':: : models employ. The topological search that is used to determine if a device has a

voltage applied to it, can compare the trace of the circuit on one cycle, with thei
E . trace of the circuit on the next cycle, in order to determine, for instance, why a given

device now has a good feed path, whereas, on the previous cycle it did not. This type
E: ; of comparison is easy for a student to make, particularly for the smgll circuits that
Jr

are utilized to teach basic circuit concepts.
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3. Troubleshooting

The problem of troubleshooting a circuit requires students to reason "on their
feet” about circuit behavior, and is potentially a very powerful instructional task.
Conventionally, however, troubleshooting is preceded by instruction on circuit theory.
rather than used as a vehicle for teaching models of circuit behavior. By decomposing
troubleshooting strategies along lines that are parallel to those used in the
construction of zero order qualitative models, troubleshooting problems can be

incorporated within the general instructional sequence.

3.1. The troubleshooting algorithms

The progression of trcubleshooting algorithms is based upon a gqualitative
approach taken by an expert whom we have studied. This expert not only utilizes this
approach in actual diagnostic work, but also teaches the technique to students in a
technical high school. The method he uses is based upon the fundamental idea of a
circuit, and is similar to that of the zero-order models (which was motivated in part
by the approach of this expert): For a device to "operate” (e.g., for a test light to
light or a capacitor to charge). it must have voltage applied to it. When such an
electricel potential exists, a current will flow through the device (provided it is
conductive), causing it in some cases to change its state. In crder for there to be an
electrical potential, there must be a source of voltage. Further, there must be
conductive paths leading from each port of the device to, respectively, the positive
and negative sides of a voltage source. In a series circuit, one source of faults is the
occurrence of opens within either of these paths, which will prevent current from
flowing with a resulting effect on the device's state. Another source of faults is the
presence of shorts to ground, which introduce non-resistive parallel paths into the
circuit. If these shorts occur between the device and the ungrounded side of the
voltage source, they will prevent current from flowing through the device. Opens and
shorts to ground are types of faults that the troubleshooting algorithm is designed to

diagnose.

The goal of the troubleshooting algorithms is to divide the circuit into two parts
and then to infer which portion of the circuit contains the fault. The troubleshooting
logic is then recursively applied to the faulty segment until the fault has been
localized. This is accomplished using the following strategy: First, the circuit is
logically divided into two parts by inserting a test light into the circuit between a test

point near the center of the circuit and the grounded (negative) side of the voltage
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source. Second, the circuit simulation is run to determine the correct state of the
test light in a circuit that is not faulted. Third, that state is compared with the
actual test light behavior, and inferences are made adbout possible faults that aere
consistent with the findings. The logic used depends upon whether or not the test
light is supposed to be on, given an unfaulted circuit, and upon the actual dbehuvior of
the light in the presence of the fault. For instance, if the test light is supposed to
be on and is not on, the fault could be in the part of the circuit in series with the
test light, or it could be a short to ground in the part of the circuit in paralle! with
the test light (at a point before any resistance is encountered). Additional
troudbleshooting operations are then carried out to isolate the fault to either the
portion of the circuit in series with the test light, or the one in parallel with the test
light. To accomplish this, the expert detaches the latter portion of the circuit fron
the test point, and observes the effect. 1f the test light comes on, the fault can be
isolated to the portion of the circuit in paralle] with the test light. Namely, it wu‘
providing a non-resistive path from the feed path of the light to the ground. I the
test light remains off, the problem must be an open or a shori to ground in the
portion of the circuit in series with the test light. When the fault has been isclated
to within a portion of the circuit, the expert moves the test light to a new point
within the faulty segment of the circuit and reapplies the troubdbleshootirg logic. This
process is repeated until the feult i located.

The troubleshooting logic as described Lere is restricted to series circuils.
However, additional principles allow it to be extended to parallel circuits and to
series-perallel circuits. In instruction, the troudbleshooting algorithm presented to
students increases progressi%@ly in conplexity. " The sequence of troubleshooting
algorithms is coordinated with the progression of behavioral circuit models that the
students acquire.

il
|
3.2. Facilitating troubleshootln]g

The faults that can be introduced into a circuit, in the current version of the
instructional system, are shorts to ground, and opens. The device model has rules for
determining how each feult will alter itz daix. For instance, shorts to ground change
the circuit connections for that devize whereas opena may change the conductivity of
the device. Both types of fault can change the state of the device. When a particular
fault is removed from the cfrcuit. the device data are returned to their unfaulted

values and the circuit simulation proceads on that basis. The particular faults that
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are introduced at any stage in instruction are chosen to be consistent with the
partial model of circuit behawior currently implemented in the simulation. Thus, for

instance, shorts to ground are not introduced until students have learned about non-

resistive parallel paths.

To faczilitate troublashooting, a test light can be introduced into a circuit. In
addition, ports of any device can be disconnected (for example, one can choose to
disconnect the portion cf a circuit in parallel with a test nsht).‘ These
troubleshooting cperations alter the circuit connections and the model sinulates the
behavior accordingly. The availability of these hciliﬁes Aennble: lntudent: to
troubleshoot for themselves. I at any time they want auiitance. they can call upon
the system "expert” to demonstrate its techniques on the circuit they are working on
and explain its logic. In fact, if they choose, they can plant a fault into & circuit

~ themselves and have the expert demonstrate how it would proceed to isolate it.

o iadiy

ot e

S b A Lk < S 4




; i
e I e

«
.

i

"=

Xy JEF SS8

&= R

e

[ oLt

DARIEN B

A

KX

39

4. Model Evolutions A
Most of the work on qualitative modelling within the Al community has been

concerned with developing relatively sophisticated models for simulating the behavior

of physical phenomena (e.g.. see Bobrow (Ed.), 1965). The work deals with qualitative
derivatives (Brown and deKleer, 1985) and qualitative calculi (Forbus, 1985). This is
understandeble since these researchers are interested in cresting inteiligent, not
neive, machines. However, our interest is in instruction and in possible trensitions
from novice to expert behavior. We hav& developed, therefore, simpler zero order
qualitative models for the novice that sre easy to learn, that capture important
circuit concepts and laws, and that are exitendible to more sophisticated ways of
reasoning about circuit behavior. Moreover, for purposes of instruction, the zero
order xodels themselves have been decomposed into a succession of models of
increasing complexity, each extending the range of electrical circuit problems that can
be understood. In tutoring, more advanced qualitative models cen be introduced when

the students have mastered the concepts and principles contained in the earlier
models.

The learning theory on which we base our tutoring system assumes that, in a '

learning environnent in which students are continually sclving problems, students will
develop mental models on which they cean base their prodlern :olﬂng.“ Initially, these
are naive models that have been developed informelly as a resuit of prior experience
with electrical systems. The tutoring system seeks to provide s means for students to
evolve their models into progressively more sophisticated representations of electrical
circuit behavior, and it seeks to do this by presenting prodblems and offering
explanat. ns that motivate particular transfornations in the studants’ models.

In this sectior of the paper, we outline the types of model transformations that
are pocsible at any given stage of learning. We go on to articulate the factors that
nust be taken into account when attempting to determine an appropriate path for a
perticular studert to teke through the space of possibie model progressions. Finally,
we describe one curriculum that we implemented in order to teach basic electricity
and troubleshooting to high school students.
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4.1. Types of Model Evolution ’

If one takes the view that studenis "“learn how (o learn”, then students may have
numerous learning processes and strategies which they have evolved for themselves,
and sicce these processes are learned, iher: will be individual differences in the set
of learning processes and strategies that a given learner will posses. This view has
several important implications. Firstly, it ;uue:ts that it would be inordinately

difficult to model the particular learning processes whereby a particular learner wil

transform one model into another since the set of such prccesses thal a learner may
posses will be large and will vary from learsier to learner. S'econdly. as a consequence

of the existence of different learning strategies, one needs to allow for different

" learners to pursue different paths through the space of possible model progressions.

While there are individua! differences in the procesres by which models may Se
transformed, it is useful to characterize some of the productis of mnde] transformation
- the ways in which models cen evolve. These can be broadly classified into

modifications of & model's knowledge (declarative and procedural knowledge within the

model), and modifications of its structure (the form of knowledge representation within
the model).

Evolution of knowledge. In learning. & model's knowledge may be augmented by

refining. generalizing. or'dmerentiat'mg an existing coacept, by adding a new concept,
or by integrating several existing concepts within some larger conceptual framework.
Each of these transforngtion's represents a type of knowledge evolution and a possible
pedagogical goal tox: the student to pursue. The following are examples .oi each of
these ways in which a student could choose to progress.

1. Knowledge acquisition ~- The student acquires s new concept or law or
problem solving skill. For example, many novices, as we have discussed. do
not have the. basic concept of a circuit.

2. Knowledge refinement —- The student refines an existing ~oncept. For

example, students mey want to refine their undersianding of voltage drop,

" by noting. for instance, that in parallel circuits, a device only needs for one
of its feed and return paths to be “good” in order to operate.

3. Knowledge generalizaticn -- The student learns how an existing concept
applies in a wide range of contexts. For example, students could learn that
their concept of resistance associated with a resistor can also be applied to
a light buld. :

4. Knowledge differentiation -- The student learns about the differences
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between two concepts. For instance, studenis may want to learn how their
conc ut of voltage drop differs from the voltage measured from any point in
the circuit to ground.

5. Knowledge integration -- The student integrates two concepts. For
example, students pay need tio synthesize their understanding of non-
resistive paths with their cornception of voltage drop.

Students may differ in the type of evolution they prefer at dilfferent steges of
Jearning. One student may prefer, for exeample, to generalize first and differentiate
lJater, whereas another may prefer to differeatiate first and generalize later.

Evolution of structure. Possible transformations for a mental model are not
limited to the preceding changes in the model's knowledge base. A mental model can

also change in its form. These structural transformetions alter the way in which
knowledge is represented and applied. For example, one can choose to include within
each specific device model rules for altering device states and iuriables when the
device is fauity. Alternatively, one could choosse to keep the rules for making such
modifications separate from the device models - as genera]l procedures that operate
on device models and infer the effecty of a fault on the device's state. Another
exanmple involves changes in the control structure of the model. One such
transformation was given in the previous section, where we dezcribed how propagations
o! changes in voltages could be evaluated: (1) on a device by device bazis, by
reasoning backward whenever a device's state is reevaluated; or (2) by propagating
forward the changes in voltages that occur whenever any device changes its state.
Another transformation in control structure is the shift from serial reevaluations of

device states to paralle]l reevaluations. Structural changes such as these in a mental

mode] may pose particular difficulties for the learner.

4.2. The Problem of Modifiability

I one's theory of learning involves a concept of model transformations and the
view that at each stage in learning the student must develop s runnable model on
which to base prodlem solving, then a primary consideration in designing such
evolutionary families of models must be their nodmabmtz.. Models nust be developed
with a view towards {facilitating their progressive upgrading in response to new
problen demands. In this regard, & worthwhile analogy can be made with the
progranner’s problem of developing code that is maintainable and -oc.liﬂable.
Concepts such as modularity, inheritance, goal decomposition, and the like have
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evolved within | computer science to serve theie needs, and they all have their
application to the development of progressions of mental models that can be easily

learned. For example, to facilitate learning, al'! devices of a given type should have 'Y

comnmon model and that model should be indepeudent of the circuit context in which
the device occurs (modularity), and all device models should have a common fora

(in'aeritance). Thus, when the concepi of a fault state of a device ix introduced, it~

can be easily generalized to other devices.

~ In considering the learnebility of a particular model progrestion one must
consider no! only the concepis and reasoning skills that must be acquired, but also
the types of "“programming” changes that the new reesoning skill would require to the
student's mental model. These changes might involve refinements, rewrites, deletions,
" or additions of device models or general circuit principles, as well as Ihan;es in the
lrodel'l”control structure. Each of these types of change poses its own particular
prodblenms for the learner who is attempting to modify his or her current! Inodel in an
appropriate fashion.

Refining Knowledge. The simplest kind of chuiée that & model transformation
could produce is the refinement of a rule or a procedure. For example. as the
students’ understanding of voltage increases in sophistication, the rule for 'deternimng'
whether or no! there is & voltage eppiied io a device gets refined in a greduus
progression. The basic rule remains, qualifisrs just get added to it.

Rewriting Knowledg:. Another type of change occurs when Students are
" introduced to a new way of conceptualizing some aspect of circuit behavior, as is tae

!

jorder transistor model. The transistor model remains, but some of 'lthe rules get

case, for instance, when one goes from s zeroth order transistor model to a first

rewritten as opposed to simply refined. H

‘ Deleting Knowledge. This type of change requires students to complelely erase,
or at least tc no longer access, some espect of their mental model. An illustration is
when students utilize their zero order mental model of circuit behavior to acquire a
first order model. Certain rules of the zero order model no longer apply and should
not be incorporated into a first order model.

Among these transformations, complete rewrites of aspects of the model are likely
to be more difficult for the student to achieve than refinements or deletions. On the
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other hand, complete rewrites may sometimes be necessary in order to introduce
material in an easily learnable form. For example, the zero order models enable basic
circuit concepts to be acquired more easily than i{f one started with first order
models. Howcver, the limitations of a zero order model require the addition of a first
order model, which builds upon the knowledge and structure of the zero order model
but requires rewrites of many of the zero order rules.

Adding Kuowledge. Consider next the problem of adding knowledge, as when the
student learns something entirely new. An example is when transistors are introduced
as devices for the first time. In this case, the concept of a device model existed
before, but the particular prototype for a transistor did not. Adding knowledge is a

potentially complex model transformation because one has to decide where to place-

- the knowledge. If the instructional approach involved teaching independent condition-

action rules, this would not be an issue. However, in the case of menta' models it can
be a crucial issue. For instance, does one place a new rule cor concept in the
prototypical device nodei so that all other device models inherit the knowledge, or
does it belong in the device model for, say, capacitors? Even further, porsidly the
rule is a general principle of circuit behavior ez 222g not belong in a device model
at all. Considerations of where a perticuler piece of knowledge should be enbedded in

the students’ mental nodel are an important in determining the learnability and
useability of the model. ‘

Revising Control Knowledge. A final example of a model transformation that may
cause difficulty in learning is the alteration of the control knowledg~ that students

enploy to manege their reasoning about circuit behavior. For example, at the

beginning of instruction, students may be asked to reason about the behavior of one
device within a circuit, such as, a light bulb. For such prodlems, the student’'s model
needs caly to activate one device model plus the bdasic circuit principles that are
needed to determine the behavior of the device within the circuit. However, later in
the progression, students arz asked to reason about multiple devices within a circuit.
immny this can be done serially, but as soon as devices such as capaciters and
transistors arc introduced, it must be done "in parallel”. Thus, the form of the

" #tudent’'s model! gets xore complex in that control! procedures that were initially

unnecessary, or at least were very simple, must now increase in conplexity. Similar
kinds cf control complexities are introduced when students go from troubleshosting

just opens, or just shorts to ground. to attempting to locate either type of fault
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within a circuit. Moreover, for purposes of economy in reasoning, students may wish
to retain multiple control structures so that they can reason using the simpler, serial
control structure when a problem allows it (such as, for example, when determining
the expected state of a test light if a circuit were unfatited). There ii thus the
added complexity of learning the contexts in which a particular control structure is

applicable.

The problems of modifiability can be particularly ccaplex when one is trying to
impart knowledge in the form of a mental model rather tlian as, for example, a
collection of independent condition—action rules, such as a set of sympton- ault-fix
aisocia'tions that many experts use in troubleshooting. For instance, the conmplexity of
control knowledge does not become an issue if the knowledge ‘is in the form of

indepzndent condition—action rules such as symptom-fix associations.

Finally, the type of model transformation cen affect the ease or difficulty a

student has in using the model to reason about circuits. For instance, changes that

_increase the complexity of the model's control structure could make the model not

only more difficult to learn but more difficult to use as well. Creating learnabdle model
progressions must take into account not only their modifiadbility, but also how easily
they can be put into practice in solving problems. ‘

4.3. The Path of Model Evolutions )

The selection of appropriaté mode] transformation goeals during learning involves
a consideration of not only students’ learning styles and the difficulty of the
transformation. but also the purposes for which they are iearning ebout circuit
behavior. 1If, for example, students are learning for the purposes of acquiring skill in
troubleshooting circuits, the path through the model progression space that is most
appropriate may be different from that for students who have the goal of designing
circuits.

At any point in learning, different types of model irahsfornations are possible
that increase the sophistication ‘of the model's reasoning in different ways. A
particular path through the space of possible model progressions embodies a possible
transition lrdm novice to expert status. Our ultimate goal is to create a space of
possible model progressions and to add facilities to the learning environment that will
help students to select a path through this spaée based upon their own pedagogical
styles and goals. '
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Within the present project, we have focused on learning to troubleshoot and have
constrained the network of possible model evolutions to a linear progression, ie., a
curriculum. We have created and tried out one particular curriculum which had the
objective of teaching troubleshooting for opens and shorts to ground in series-
parallel circuits.

4.3.1. A Zero Order Curriculun

The progression of zero order models that we selected, in conjunction with the
progression of troubleshooting algorithms, captures a possidle transition from novice
to expert status. The progression thus defines a curriculum for a student. The path
through the space of bponiﬁle model progressions was constrained by (1) teaching
circuit concepts and laws nceded to enable troudbleshooting, and (2) teaching them in
an order that would pernit students to engage in troubleshooting as early in the
progression as possible while still making the principles and ceusality of circuit
behavior clear. By starting with simple zero order qualitative models, the curriculum
introduces the fundamental idea of & circuit and of a voltage drop. It then progresses
to ideas about resistive and nonresistive paths in parallel circuits. Finally it teaches
the troubleshooting of opens and skorts to ground within series and parallel circuits.
Within this progression, more thin one type of transition is typically incorporated in a
step. For exanple.'studenu may be ‘acquiring a concept of resistance at the same
time as they are revising their understandiug of when a device has a voltage applied
to §{t. The two changes are integrated in that the nee? to understand voliege

motivates the need to understand resistance.

Voltage, conductivity, and the fundamental jdea of & circuil. The zero order

curriculum we have implemented, starts by teaching the fundemental idee of electrical
potential and jts ability to alter a device's state. In order to understand how an
electrical potential can be developed across a device in a circuit, the idea of
conductive and non-conductive paths to a voltage source are introduced. Series
circuits, such as the one shown in Figure 9, containing only a battery, light bulb,
wires, and switches are utilized. The fault of open is introduced as a means for
creating a non-conductive path. The control structure required of the students’
model is kept simple by asking them to make predictions about the behavior of a
single light bulb when a switch is opened and closed, or when & wire is faulted open.

Reasoning about more than one device changing state. In this model transition,

students learn to generalize the concepts related to electrical potential and device
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states to cases where they must reason about more than one device changing state in
the circuit. They learn that when there is a circuit, voltage is applied to all devices
within the circuit. Reasoning about the behavior of more thar one device increases
the complexity of the control structure of the studeats’ model. Since the circuits
being presented at this stage contain only devices such as light bulbs and resistors
whose internal conductivity never changes, a serial evaluation of device states is all
that is necessary. Thus this model transformation entails only a slight increase in

complexity over the control structure of the previous model.

The concept g a common ground. This transition generalizes the concept of a

circuit to incorporate a common ground --~ a purely conductive path which, when
devices are connecied to it, serves as a connection between the devices. Circuit
problems of the type that the students have already learned to reasen about are
presented. The only dmerence‘ is that this time, devices are connected to a common

ground instead of directly to the battery, as shown in Figure 10.

Alternative feed and ground paths. In this transition, students are asked to
reason about the behavior of light bulbs in circuits, such as that illustrated in Figure

1, which potentially supply multiple feed and ground paths. This type of reasoning is
necessary for troubleshooting because when a test light in inserted into a circuit, it
could have multiple feed paths. In thiz transition, the ztudents’ concept of wcltege
must be refined to incorporate the fact that in a circuit with parallel paths, oaly one

good feed and ground path are necessary for a device to have a voltage applied to it.

>

Shorts across a device. In this model transition, students are exposed to
circuits where shorts immediately across a device can exist, and they murzt expend
their circuit principles to account for the effects of such shorts. For example, in the
circuit shown in Figure 2, there is a short across the light buldb when the switch is
closed. Understanding this type of short is needed when trouble;hooting since if
there is a purely conductive path in parallel with a test light, the light will be of?
even if there is no fault in the circuil. In this model progressiorn, students must
differentiate their concept of a conductive path into conductive-resistive and purely
conductive paths. Thus their concept of conductivity must be refined and this
refinement musti be integrated into their voltage rul the rule must now
incorporate the fact-thaet if there is a purely conductive path immediately across e
device, then no voltage is applied to that device.
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Purely conductive paths in parallel circuits. This model transition generalizes

the concept of a purely conductive parallel path (a short) from being immediately
across a device to being anywhere on the device's feed path to any point on a return
path or even immediately to ground (a short to ground). The circuit principles used
to infer when voltages are applied must be refined to incorporate the =ncre

sophisticated rule presented earlier in our discussion of circuit principles.

Troubleshooting an open in a series circuit. Students now possess an

understanding of circuit behavior that is sufficient to support troubleshooting a series
circuit containing & battery, wires, light bulbs, switches, and resistors. The simplest
troubleéhooting algorithm is thus introduced at this point. This subset of
troubleshooting logic allows students to learn the basic troubleshooting heuristics of
dividing the search space and making inferences about entire portions of the circuit.
By limiting the fault to an open, both the conceptual and procedural aspects of

troubleshooting are kept simple.

Troubleshooting shorts to ground in a series circuit. Students now have a basic

knowledge of troubleshooting heuristics and an understanding of circuit behavior
sufficient to support locating opens and shorts to ground. Learning how to locate
shorts to ground is made easier by considering a short to ground as the only possible
fault at this point in the learning sequence. In this transition, students thus
generalize the troubleshooting heuristics of dividing the search space and making
inferences about entire portions of the circuit to situations in which they must locate

shorts to ground in a series circuit.

Locating opens or shorts to ground in & series circuit. Finally, students are

given problems to motivate an integration of their troubleshooting model for finding
opens with that for finding shorts to ground, since in real troubleshooting situations,

they will not know which fault is present in the circuit.

Additional model evolutions will include increasing the domain of circuits that the
student can troubleshoot to include series—parallel circuits, and increasing the
repertoire of device models to include capacitors and devices such as diodes and

transistors that have polarities associated with them.
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4.4. Further Model Evolutions

We envision further model evolutions within the tutoring environment aimed at
developing alternate conceptualizations of circait behavior. These inclued: (1) first
order models that allow one to reason about changes in resistance and voltage and
how they propagate within a circuit; (2) increasing the degree of elaboration of
models, such as through extensions of the underlying framework of the analysis to
include forward reasoning about the effects of voltage and resistance on current, and
backward reasoning about how changes in current have been precipitated by changes
in voltage; and (3) quantitative circuit analysis based upon the qualitative constraints
on voltage, resistance, and current that have previously been presented in their
qualitative forms. Certain of these alternative models will be discussed in mors depth

in a later section of the paper.

The model evolutions discussed in this section have been with respect to changes
in the students’ zero order model of circuit behavior. The same principles apply when
considering more dramatic evolutions in the students’ understanding of how circuits
work. For instance, just because stulents are adept at looking at circuit diagrams
and predicting the behavior of circuits, does not mean that they have a “deep”
understanding of electrical circuits. They may be completely unable to describe the
functionality of circuits - the purpose of a circuit as a whole and the role that
subsets of 'devices play in achieving that purpose. Also, they may understand nothing
about the physics of device and circuit functioning. Further, they may only be able to
reason at a qualitative level and thus be unable to formalize their understanding by
constructing a quantitative model of circuit behavior. Thus we claim that in order to
attain a "“deep understanding” of how a circuit works, students must evolve such
alternative conceptualiz;;tions of circuit phenomens that exist in conjunction with

their zero order model of circuit behavior.
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5. The Learning Environment

The learning environment consists of an interactive simulation driven by a
qualitative model, and a troubleshooting expert. The system is capable of generating
runnable, qualitative, causal models for any circuit that the student or instructional
designer might create. Thus students can, for example, use a circuit editor to create
circuits and experiment with them by changing the states of devices, inserting faults,
and adding or deleting components. They can also ask the system to illustrate and
explain the behavior of the circuit, or to demonstrate how to locate a fault within the
circuit. In addition, there is a curriculum organized around a progression of models
which serves to define classes of problems and facilitate the generation of
explanations. Students can thus attempt to acquire an understanding of how circuits
work in & more structured way by solving problems designed to induce particular
transformations in their understanding and by hearing explanations for how to solve
those problems. They can also use the circuit editor to modify and experiment with

these circuits presented to them by the systen.

This section of the paper describes problem types and learning strategies that
are enabled by the learning environment. It then goes on to discuss the findings of
instructional trials of the system in terms of the learning strategies actually employed
by students, and the effects of the learning environment on students’ ability to reason

about circuits. Implications of these findings for future revisions of the system are

discussed.

5.1. Problenm Types
One of the most interesting features of an intelligent learning environment based

upon qualitative models is the range of problem types supportable by this

architecture.

Predicting device behavior. The student is presented with a circuit and is asked

to predict the behavior of a device or devices in the circuit. Similarly, for certain
model transformations, the student or computer can insert test lights into various
points in the circuit and the student is asked to predict thiz behavior of the test
light. In addition, the student or the computer may change the state of some device
(e.g. open or close a switch) or fault a device and the student is again asked to
predict the be” avior of the light. The system gives the student feedback concerning

whether his or her prediction was correct or incorrect. Also, the student is given the
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option of having the system give its explanation as to what the stete of the device or
devices is and why,

Enumerating all possible faulls consistent with circuit bekavior. The student is
presented with a circuit containing a fault unknown to the student and a test light
ingerted into the circuit beiween a particular point and ground. The student is taen
asked to enunmerate all possible faults that are copsistent with the behavior of the
test light. When the student has finished selecting cll faults that he or she believes
would produce the given test light behavior, the student is given feedback concerning

the correctness of her or his selections ¢s well as any omissions he or she has made.

At any point in the problem solving process, the student can request to have an

unfaulted circuit to work with, complete with the test light, ard can experinent with
introducing faults into the circuit and observing the behavior of the test light. As in
the prediction prodlems, the student can also request that the system give an
explanation of why the test light is in that state. In addition, the student can
request to hear the system solve the problem which it can do by hypothesizing all

b
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possible faults and running the qualitative simulation tc see what test light behavior

results. In doing so, it considers five possible fault types and locations, (1) an open ‘i

in the part of the circuit in series with the test light, () a short to ground in tre
part of the circuit in series with the tzct light, (3) an open in the part ¢f the aircuit

in parallel with the test light, (4) a short to ground in the part of tke circuit in

paraliel with the test light belore a point where resistance is escountered, and (5) a

short to ground in the part of the circuit in parallel with the test light after a point

where resisiance is encountered. 1f the test light behavior for any of these fault '

possibilities is consistent with the given behavior of the test light, then that fault is
included in the set of possible faults that are consistent with that test light behavior.

Troubleshooting problems. The computer selects a fault for & giver circuit and '

the student is asked to determine the location and type of fault. The student can

insert a test light betweer any point in the circuit and ground. The student can also

disconnect devices from one another. After each such operation that the student

performs, the student is asked two questions: (1) given the current behavior of the ‘

test light, which portion of the circuit, the! in paralle]l or that in series with the test
light (or both), could contain (i) an open or (ii) a short to ground, and (2) can you

determine the specific location of the fauit yet, and if so, where is it? When the

student has located the fault, the computer gives the student feedback as to whether




¢ . wmmm =

52

the choice is right or wrong. At any point in the troubleshooting process, the student
can request to hear how the computer would troubleshoot the circuit.

Circuit design and modification problems. The student is asked to, using the

circuit construction kit, create a circuit that achieves a particular purpose. For
exanple, when learning about non-resistive parallel paths, the student could be asked
to create a circuit such that when the switch in the circuit is closed, the light buld
goes from on to off. A simpler form of problem is a circuit modification problem where
students are asked to alter a circuit so that its behavior changes. For instance, they
could be asked tc insert a switch into the circuit so that when the switch is closed,
the light will go off. At any point in the circuit construction process, the student can
request to see and hear an explanation for the behavior of the circuit that they have
created. They must then decide, based upon the behavior of the circuit, whether their

design is correct or incorrect.

Problems in model design, modification, and debugging. In addition to creating

and troubleshooting circuits, the learning environment could allow the student to
create and debug gqualitative models for circuit behavior (the system currently does
not have this facility). All of the types of problems that apply to circuit behavior
(troubleshooting, prediction, etc.), apply to mental model behavior as well. Thus
sltudents coﬁld be .asked. for example, to locate the buggy device model, or an
erroneous circuit principle, or faulty control knowledge contained in a given model
(e.g.. Brown and Burton, 1978; Brown & Van Lehn. 1980; Richer & Clancey, 1985). In
order to determine this, students could present the model with circuits and observe
how it simulates them. Further, they could inspect the model by looking at, for

instance, the rules within its device models.

5.2. Problen Selection

With respect to the different types of problems, predictive problems were chosen
as the initial method of inducing a model evolution because they require only the
running of the students’ mental model for their solution. Enumerating possible faults
consistent with circuit behavior is the next type of problem presented. Solving this
type of problem requires running a mental model, for each of the five possible fault

types and locations mentioned previously, to see what circuit behavior results.

The troubleshooting and circuit design problem types require knowledge that

goes beyond a mental model of circuit behavior. For instance, troubleshooting
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prudlems require in addition a knowledge of troubleshooting 'heurisucs. ms.lype of
problem was presented to students after they had a model of circuit behavior of
sufficient complexity to support iroubleshooting. Circuit design and modification
problems require a knowledge of circuit functionality as well as circuit behavior. We
are currently working on extending the learning environment to inrorpcrate functional
models of circuits (a model of the orgenization and operation of the circuit derived
from (1) its overall purpose, and (2) an analysis of the operations required to achieve
that purpose, and the necessary relationships between those operations). Because
this class of model is not currently implemented, we did mot include this type of

problem in our curriculunm.

Problems involving qualitative model design and troubleshooting are potentially a
most interesting method for facilitating model evolution. The current implementation
of the svstem does not have facilities for allowing students to create and debug

mental models 30 we were unable to utilize this problem type.

Defining Problem Sets

With respect to the predictive problems, tue current linear progression of partial
nmodels defines sets of problems that are deemed appropriate for the students at
different stages in learning. A first pass at defining problems sets came from grouping
problems that can be solved by a given model but cannot be solved by the previous
model in the sequence. The theory is that by giving students problems in this group,
i.e., nroblems that are just beyond their leve. of competence, that students would be
motivated to revise their modei. This model revision would be facilitated because it
would require only a small change to their model in an environment where feedback
and explanations are available to help them to understand the model transformation.
Students should thus be motivated and able to transform their model into the next

model in the sequence.

In addition to problems requiring the transformed model, some problems were
interspersed from the earlier set. In some cases these prodblems provided negative
exemplars of a concept. If students were learning, for example, that & short frcz a
point on a device's feed path to a point on its ground path prevented the device from
having a voltage urop across it, and if all the prdblams were cnxes of this sort e,
where there was always a short from feed to ground), then students would never see

negative instances (i.e., cases where there was no short). As Bruner, Goodnow, and




\ . A ~ ~ Q3 o~ .
| L ! [

,l~l"’ I . "‘ . N '. ‘rx\

e
.

54

Y

!
!
i
[
i
|

Austin (1956) have argued and illustrated, negative instances of a case are very
Y ' ' important to learning. P:Lovidlh; some problems from the previous set often served
this !;mction. i '

Pre'senﬁng problems? that the transformed model can handle but the current
model cannot turned out zot to be a sufficiently refined method of selecting probleas
in that not all problens uL that category are of zqual inetructional value. There are
'&ddmonnl subcategories Lt problens that can be classified by their pedagogical

effects:

Hlustrate a Prototypi'cal Case. Certain problems have the property of miking the

I model difference as clear :’a_s possible and, if presented first to the students, have a

high likelihood of causing the correct model transformation. They illustrate the
. |'  difference in the simplest Dossible instance with no distracting cthor posaible causes

for differences in circuijt bt havior.

r

Ilustrate an Extreme Cese: If, however, students have difficulty inferring .
model transformation fron ia prototypical case, it is often useful to present a problem
. ~ which ehbodies an extrex;le case. For instance, introducing a short immedistely
around a device, instead from any point on its feed path to any point on its ground
path, often helps meke theﬁconcept of a short easier to understand. ’

|
Produce Incorrect Model Transformations. Certain problems in the category’

‘could, if presented first in 1the problem solving sequence, induce wrong transforma.ions
to the student's model. Fg;r instance, the circuit illustrated in Figure 11 causes some
i students to infer that the iight lights because one of the feed paths had no resistance
' in it. This is incorrect anc# once inferred needs to be corrected.
- | .

Fix Incorrect Transformations. If, however, the student has made an incorrect

o inference, certain problen:s in the category are particularly good at undoing the
N ; incorrect inference. The)i address the particular erroneous inference by focusing
students attention on w_hati is wrong with that inference. For exanmple, students who
B havc erroneously inferredjthat the light in the circuit shown in Figure 11 lights

because the one of the fe‘d paths has no resistance, can be given the same circuit
problem, only this time with ali of the feed path; resistive.

The initial sequence ;of problems in a set is crucial to facilitating a correct
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mode] transformation. After the correct model transformation has beer induced, the
remaining probleas serve the furction of giving students practice in utilizing their
new mental model for circuit behavior. Our approach to the design of problem sets, as
elaborated in the next subseciion, was to focus on creating, for the initial proSle-:.
prototypical and extreme case problems and to avoid thz creation of “bug inducing”
problems. We thereby avoided having to create “bug fixing” problems. The remaining
problems in the set were simply derived from the more general category of problems
that cean ‘)ew gplyed by thrernewm;nﬂddel' but not by its predecessor, interspersed with
prablehs ffon the previous set. This latter section of the problem set thus included
problems thatl, if presented in the initial staget' of model transformation, could have
caused the induvction of buggy models. ' '

8. béiign'mﬂoaophy '

3

We hawa forused an sreatin

........... ing sakes a gradual

trensiticn from naivity to expertise. To facilitate this trausition we:

1. motiveted lecrning via prebiem solving and appropriate problem selactions;

2. emphasized qualitative, causal analysis that builds upon novices existing
intuitive knowledge; and

3. generated explanations that make the causality of circuit behavior, as
derived from basic conceptz and principles, as clear as possible.

The assumption is that (1) by giving the students problems that (i) present a
manageable éognitive challenge to the student, that i3, problems that they could sclve
with a small revision 'to their mental :xodel, and (ii) are inherentl!‘yi interesting, such as
troubleshooting or circuit prediction problems, and (2) by pregénting students with
examples of model reasoning via verbal and visual clescripticm:iI of circuit behavior,

that the student’s model, at any stage in the learning process, ‘ be transformed to

--.match - that of the -sysiem’s. —1f -students make incorrect nodell‘ transformations, we

assune that the fault is in the model progression (which ‘affects problems selection
and explanation generation) and revise the model progression. That is, we do not
essume that wrong inferences are a necessary consequence of the learning process
and, therefore, we do not atteinpt to diagnose and treat wrong model transformations.

The hypothesis is that if the model progression and problem sets are designed

- appropriately, one does not get incorrect model transformations.

Selecting an appropriate progression for a given student is non-trivial. It
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requires s decomposition of the domain knowledge and reasoning skills that builds
gradually on the learners prior knowledge. It also requires knowing the learning
strategies a given student can utilize to transform his or her model. ln addition, it
requires understanding the purpose for which the student is learning about the
domain -~ a progression that may be relevant and of interest to one student's
purposes, such as learning to troudbleshoot, may be inappropriate for another.

Given that students may meanage their own learning mefieczively and select
inappropriate model progressions, diagnosing and treating wrong models may become
necessary. Such a diagnonsis could be achieved by constructing buggy models and,
based upon students answers to problems, identifying their buggy models, and
adjusting the selection ;:f problems and explanations accordingly (as do. for example,
Anderson et al, 1984, Brown & Burton, 1978, Goldstein, 1882, Johnson & Soloway, 1984,
Soloway ¢t al., 1983; Reiser et al., 1885). However, our initial focus is on deveioping

good mcdel progressions, prodblen s2ts, and 'explanations.

6.4. Learning Strategiee
Basing the system on a progressioa of quahtative models meakes it possible for
" students to havev considerable freedon in determining the way they inferact with the
learning environment. Students can choose whether to advance to new levels in the
prozression or to review earlier problems. They can attenpt to solve prodblems on
their own or can request the tutor to give demonstrations and explanations. They can
use a circuit editor to alter existing problems or create new circuits, and can a¢d or
renove faults from a circuitAthey'have been given or one. they have created. The
systen supports this wide range of activities by being able to simulate the behsavior of
a circuit that is constructed and by providing explanations of jts operation. Finally,
the concept of a progression of models allows the student to urnderstand what

electrical knowledge has been mastered and what remains to be learned.

This architecture for an intelligent learning environment peraits great flexibility
in the students’ choice of an instructionel strategy. Particular strategies that can bdbe
followed include the following:

Open—-ended exploration. Students can construct circuits, explore their behavior

(by changing the states of devices, inserting faults, and adding or deleting
components), and request explanations for the observed behaviors. Students can thus
create their own problems and experiment with circuits. The system thereby pernits

an open—ended exploratory learning strategy.
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Problem~driven learning. In addilion, the progression of models enables the
system to present students with a sequence of problen.solving situations that notivaté
the need for developing perticular transfornmations of their models of circuit behavior.
In solving new problems. the students attempt to trensform their models of circuit
behavior in concordance with the evolution of the system’s models. The focus is on
having students solve problems on their own, without providing them first with
explanations for how to solve thern. Only when they run into difficulty, do they
request explanatiéns of circuit behavio,. ‘

Example—driven learning. Alternsatively, students can be presented with tutorial

demonstrations for solv_ing example problems by simply asking the system to reason
out loud ebout a given circuit using its Lresent, qualitative, causal model. Students
~an thus hear explanations of how to solve each type of problem in the series,
followed by opportunities to solve similar problems. Since the focus is on presenting
examples together with explanations prior to practice in problem solving, we term this

learning strategy “example—driven”.

Student directed learning. The classification of problems created by the

progression of ‘models provides facilities students can use in pursuing instructional
goals of their own choosing. Problems can be classified on the basis of the concepts
and laws required for their solution, and on the instructional purpose served by the

prob}.:,n.’

This enables students to pursue goals such as acquiring a new concept or
differentiating two concepts. The students can thus make their own decisions about

what problems to solve and even about wheat learning strategy to employ.

5.5. Instructioral Effectiveness
The learning environment was tried out on seven high school students whc had
had no formal instruction in circuit theory. The students were initially _shovrh a

- demonstration of how to use the various facilities of the system and then given the

opportunity to use those facilities to control the functions of the system while
learning. Thus, the students could browse through the topics in the curriculum (as
embedded in the progression of qualitative models), select problem sets to try. decide

for themselves when to go on to a new topic (i.e., a more sophisticated model), end

'In the current implementotion, the clossification of problems is In terms of the iinear
progression of models.
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could use the circuit editor to alter a given circuit. In addition, whenever they so

desire, they could ask the associated circuit model to simulate the circuit's beaavior
and to articulate its reasoning. They could also point to any device in the circuit and

ask for an explanation as to why the device was in a particular state. Sinilarly, they -

could ask the troubleshooting algorithm resident at that state in the progression to
demonstrate and explain how it would locate a fault in the circuit.

The students were given, as a pretest, a set of circuit problems and asked to
explain the behavior of each circuit as the states of devices within it were
manipulated. As described earlier in the paper, initially the students exhidbited serious
misconceptions about circuit behavior and lacked key electrical concepts. Further,
none of then had had any experience with troubleshooting. The students then spent
from five to six days, an hour a day, working with the systen. The ttudents were
then given the same eight circuit problems they had attempted in the pretest and
asked to explain the behavior of the circuit or to troubleshoot.

All of the students were remarkeably conservetive in the use of the syster. '

Typically, they did a large proportion of the problems in a given set, even though
after the first few problems, they were getting them all correct. The reason they
of .en gave was that they were afraid of missing a “tricky” problem near the end of the
set ~— “something I don’t understand might be Jurking in there”. They rarely skipped
a topic and went through them in the linear order of the curriculum. They only
occasionally experimented with a circuit by, for instance, flipping switches or
disconnecting parts. Insiead they primarily employed the learning strategy of going to
& new topic (as emdbedded in the next qualitative model in the projressicn). trying a

‘problem, getting it wrong, asking for an explanation, and then solving the rest of the

problems (usually correctly). Occasionaliy, when the new topic was particularly novel
(e.g.. troubleshooting for the first time), ‘they would request a
demonstretion/explanation before attemptirg a problem.

There are numerous possible explanations for why the students euployed this
“conservative” learning strategy. The fact that the system presented a curriculum to
the students in a sense implied to them that its designers thought it was a good idea
to progress through the models in this linear order. If, instead, they had been
pregented with a network of increasingly sophisticated models, they would have been
forced to decide on their own path through the model space and problem sets, and

their dehavior may have been quite different. Further, the students’ conception of
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how one learns, as derived from .their school envireament, is primarily that of following
a curriculum by hearing explanations then doing problems. So the fact that they
employed this learning strategy when using the instructional system may simply be an
instantiation of their school model of learning. The implicatioxi is that when we extend
the learning environment, we should explicitly teach alternative learning strategies. A
final possible explanation for the students conservative behavior is that, when
interacting with the system, they were always being observed. This may have inhibited
their exploratory behavior and increased their desire to “do the right thing” by

focusing on getting correct answers rather than discovering things for themselves.

After five hours of working within the learning environment on an individual
baszis, all seven of the studénts wer~ able to make accurate predictions about circuit
behavior and could troubleshoot for opens and shorts to ground in series circuits.
They went from getting all of the pretest questions incorrect to getting all eight
correct on the posttest (with the exception of one student who got two of the

questions on the pretest correct since he already had the basic concept of a circuit).

The most impressive results were reflected in the students’ troubleshooting
behaviors. Several of the students modified the troubleshooting algorithm that the
system demonstrated to make it more efficient. In other words, théy understood
circuit behavior and the troubleshooting heuristics (such as divide the search space)
well enough to meke modifications. Another noteworthy aspect of the students’
troubleshooting performances was that, when they made erronecus inferences, they
were usually able to recover. For instance, they would reach a contradiction and
recognize that one of the inferences they had made earlier was premature. Finally, on
the postest, students were given a troubleshooting problem of a type they ‘had not
seen before, and all of the students were able to get the correct answer (although e
few of then got the correct gnsier even though they did not accurately ganerate all
possible fault locations at each step).

Despite the apparent success of the learning environment, several deficiencies
became apparent as the student worked with the system. For example, the séquencmg
of problems within a given set was crucial (which is not surprising).} As we discussed
earlier, all probler~ that can be solved by the present model but not by the previous
model, are not of e aal instructional value. In particuldr. the initial problems in a set
should be selected so that they can be solved by the transformed qodel but not ny

some other erroneous model transformation.
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With respect to the explanations generated by the models, there need to be more
levels of explanation. For instance, often a student simply made a slip when making a
prediction-about circuit behavior. In asking for an explanation, they merely wanted to
locate their slip and did not need extensive explanations of the circuit's behavior.
Rather, they needed a summary trace of the model's reasoning. In contrast, there
were other times when students wanted “deeper” explanations than the two levels of
explanation currently available. For example, many of the students wanted to know
why there is a voltage drop across a resister but not across a wire. Sinply being told
that, voltage drop is direcily proportional to resistance —— if there is no resistance,
there can be no voltage drop -~ a wire has no resistance so there is no voltdge drop
across if, was not sufficient to completely satisfy them. The learning environment
needs to incorporate deeper causal models of circuit behavior such as a “pressure-
flow” model: it takes pressure (voltage) to make the current flow through a resistor, so
the more resistive the resistor, the bigger the pressure drop (voltage drop) across if.

Were the students’ mental models in the form of the gualitative, causal models
driving the learning environment? There is some evidence that they were. The
instructional strategy was to tell students that whenever they go to a new topic, the
computer will have .a slightly more sophisticateh mode]l for predicting and explaining
circuit behavior. The students were thus playing & “guess my model” game which,
eside form any interest the students may have had in‘learning about electricity, was
motivating in its own righki. When the students were reasoning out loud on the postest
circuit prediction problems, their reasoning was usnallj identical to that of last

qualitative, causal model embedded in the curriculum.

However, when it came to the troubleshooting problems, there were, as was
alluded to earlier, some interesting differences between the students' strategies and
that of the computér. Occasionally students nade premature inferences about the
location of the fault. This was due to a deficiency in the model progression and in
the avaijlability of problem types. There were not endugh problens of the form:
identify all possible faults that are consisten! with a given bdehavior of the test light
inserted into a given circuit. On the other hand, some of the students’
troubleshooting strategies were different from the computers in a more posit..ive sense.
They had the goal of loc&ting the fault as quickly as possible and thus recursively
used the split—half technique. The computer troubleshooting "expert” uses the split-
helf technique initially and then does a serial search in the section of the ecircuit
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known to contain the fault. This strategy was selected to avoid errors that occur
when students attempt to remember the bounds on the part of the circuit that they
have determined contains the fault. Indeed, this error of forgetting the bounds on the
faulty portion of the circuit did occur in students who derived the recursive spilt-half

strategy.

We think that these discrepancies between the computer's strategy and those
derived by the students were not due to the inevitability of such differences, but
rather, were due to the form of troubleshooting knowledge embedded in the learning
environment. For example, the rule concerning where to insert the test light into the
circuit should have been have been more flexible —— anywhere in the suspected faulty
portion of the circuit is reasonable. This change would enable the students or the
system to choose a point based upon considerations of efficiency, ease of insertion, or
knowledge of likely fault locations. It would enable the students or the instructional
system to generate a set of reasonable next test light locations that could be chosen
at a given point. This decision in the troubleshooting process could thea be based
upon general principles, such as consider likely fault locations, as opposed to simply
following a predetermined rule. This alternative, more general form of encoding this
particular aspect of troubleshooting knowledge would enabl;: the students to be more
flexible and principled in their behavior, and would enable the system to provide the
students with better feedback and explanations when they ere in the process of

troubleshooting.

To summarize, we argue that any difference between the students’ mental models
and those we were trying to teach were not due to the inevitability of bugs or
misconceptions, but rather, were due to limitations of the learning environment. In
other words, the cognitive theory underlying the learning environment needs to
undergo further evolution. The derivation of erroneoué mental models was due to a
non-optimality in either the form ot the knowledge we were trying to impart, or the
progression of models, or the type of problem selected to induce a particular model
transformation. Thus our future research will focus on developing further the theory
und'erlying model forms, model transformations, problem types, and instructional

strategies.
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6. Multiple Alternative Conceptualizations

We will begin this section by analyzing a digital logic circuit using the zero
order model. It will be seen that, while such an analysis can describe the behavior of
such circuits at a level that is sufficient for understanding the causal sequence of
device state changes, there are other fundamental questions concerning circuit
operation that are not explained. These include understanding the purpose of
components in the circuit that have no apparent function under the first order model,
and accounting for the behavior of a circuit when there are quantitative changes in
its input signal. First order qualitative models will be introduced for reasoning about
the behavior of a circuit when quantitative changes in voltage must be explained, as,
for example, when feedback is employed. These first order models reason about the
first order derivatives of voltage, and resistance, rather than about their presence or
absence. Finally, ~ome of the limitations of qualitative models will be discussed, as
well as the role quantitative models may play in supplementing an analysis based upon

the zero and first order qualitative models.

6.1. Zero Order Qualitative Modela

An application of zero order logic to a simple logic circuit is illustrated in
Figure 12 (Horowitz and Hill, 1980, p. 86). The circuit is used in an automobile to
control a buzzer. Whenever a person is seated in the drivers seat (causing switch Sy
to close) and either front door is ajar (either switch S, or S, is closed), the buzzer

sounds. Otherwise, the buzzer is silent.

The behavior of the circuit can be derived by applying the zero order model.
This produces (1) a -sequence of state changes that occur in devicss, and (2)
explanations for the state changes in terms of the causal dependencies among devices
in the operating circuit. A summary of the explanations produced by the model
follows. Remember that the model evaluates states of devices in parallel. When any
device changes its internal conductivity or status as a voltage source, all other
devices reevaluate their states. If in generating explanations we have only those
devices that change state during their reevaluations explain their behavior, a causal
sequence of device state changes will be generated. In addition, when each device
changes state, it provides an explanation of the cause of its change in state. In this
example we will assume that initially the left door is open (S, is closed) and that the

seat is occupied (Sy is closed).

1. Transistor Q, attempts to evaluate its state. It finds a path from its
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base (B) to battery + via diode Dy and resistor R,. It finds a path from its

emitter (E) to ground (battery -). However, it finds a short from a point on
the positive, feed path to ground via diode D, and switch S; end concludes

g that, since there is no voltage drop across the base and emitter, the

collector-emitter (C-E) circuit of the transistor is in the non-conductive

state. (Note that the diode is simply regarded as providing a conductive,

g noa~resirtive path to ground. There is no concept of a diode drop in this
model.)

2. Q, attempts to evaluate its state. It finds a path from its base to
battery + through Ry, and a path from its emitter to ground. However, it
finds a shor! from the feed path to ground through S5, and concludes that,

3 since there is no voltage drop across B-E, the C-E circuit is non-
conductive.

3. Q attempis to evaluate its state. It finds a path from B to battery +
through R, and a path from E to greund. Furthermore, it finds that, since
the C-E circuit of Q, and that of Q, are both non-conductive, there is a

voltage drop across its base and emitter and, consequently, the C-E circuit
of the transistor is conductive.

2 GORAN

4. Finally, the buzzer attempts to evaluate its state. It finds a path from
one port to battery + and a path from its other port te ground via the C-E
circuit of transistor Q; which is in the conductive state. Finally, it finds

that there is no short from its feed to its groug'd path, since diode D, ic
non-conductive in that direction. It concludes therefore that its state is O}

6.1.1. Models of Functional Interactions Among Devices

1t is apparent from further application of the zero order logic that a change in

e

eny switch position will jnitiate a particular sequence of changes in device states,!
constituting the behavioral analysis of the circuit. It is also apparent that there are

general dependencies among tlie devices in the circuit that are due to the effects of

R
¥, e

changes in conductivity of certain devices on the voltages drops across other devices,

4

which in turn determine their states. These dependencies can be summarized verbally -

- vy
-

in a series of statements such as:

LA * 1. The state of the buzzer ‘depends upon the state of Q.
ij 2. The state of Q3 depends upon the states of Q, and Q,.
3. The state of Qzldepends on that of Sy

4. The state of Q, depends on those of S, and S,.
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These facts can be expressed in the dependency graph shown in Figure 13.
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Figure 13.

Thus, by considering only the changes in device states that occur during the
simulation of cu-cmt operation, a sequence of state changes energea together with
reasons for the state changes in terms of the changes in states of other devices. An
understanding of these dependencies among devices within a circuit is important for a
student in bridging between behavioral and functional accounts of a rircuit's
operation. Developing an alternative conceptualization of a circuit in terms of
functional interactions among devices can provide an important alternative way for
reasoning about the operation of a circuit in its unfaulted state. For example, in the
auto buzzer circuit, switches S, and S2 together with diodes D, and Dz constitute an
OR gate which causes the voltage at A (that on the base of transistor Q,) to go from
positive (high) to zero (low) when either door is opened. Transistors Q, and Q, serve
as an AND gaf.e which causes the voltage at B to be high whenever both of its input
voltages (the voltages on the bases of the transistors Q, and Qz) are low. The first of
these inputs is the output of the OR gate, which is low when either car door is ajar,
and the second is determined by the switch in the drivers seat, and is low when the
switch is closed. Finally, transistor Qy turns on the buzzer whenever the output of

the AND gate is high. Expressed as ¢ diagram, this functional model of the circuit is
shown in Figure 14.
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Buzzer

Figure 14.

Reasoning using functional models. Reasoning about the functioning of a circuit
at this level of device interaction :xan be important in troubleshooting.
Troubleshooting based upon e functionali model allows one to reason aboul circuit

behavior at a level at which the “parts” of the circuit are functional units

representing subcircuits of the original circuit, rather than individual circuit
components. The critical test points in the circuit are the input and output lines to
each subcircuit. Propagation of effects of parts (subcircuits) changing staie is based
upon the functional interactions among parts as discussed above. When & circuil
contains a fault, the troubleshooter can use a strategy such as dependency-dircroird
backtracking to identify what functional part of the circuit is faulty, and to determirnc
what tests can be performed to determine the particular part that is at fault. The
functional model in this way allows one to determine what the outputs of the various
functiona! parts of the circuit should be for various input conditions, and to reason
about what functional parts of the circuit could be at fault given a discrepancy

between the behavior of the circuit and its expected behavier in the unfaulted
condition.

To illustrate, suppose the fault in our auto buzzer circuit is a bad transistor Q,
(its C~E circuit is open). The symptons are that the buzzer sounds whenever someone
is in the driver's seat, and is independent of whether or not a door is open.
Reasonﬁ:g from the functional model of Figure 14, since the buzzer sounds r:gardless
of states of S, and Sz. if the fault is a single fault it is most likely associated with
either the AND gate or the OR gate, on whose functioning the AND gate depends.
Placing a test light at A (the output of the OR gate), the input to the AND gate is
found to be good. Knowledge of the correspondence between the AND gate and the
structural model of the circuit allows us to immediately localize the fault to that
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portion of the circuit corresponding to the branch of the AND gate connected to the
OR gate, namely, transistor Q,, or its connectians to other circuit components. This
can be substantiated by moving the test hght to B, the output of the AND gate, and
opening S;. S, and S;. Since Q, is supposed to be conductive when there is a
positive voltage on its base, the fault is zonfirmed.

Expert troubleshootiers learn to reason in this way using functional models as

“well as using behaﬁoral models for a circuit, and they can coordinate inferences made

while reasoning with one model with inferences made while reasoning with another
model. There are cases, however, where troubleshooting is confined to the functional
leve], as wheh the replaceable units are subcircuits correspohding to functional units
rather than individual components. '

Some limitations of zero order modéls. While zero jofder models allow one to
predict the behavior of the circuit in either unfaulted or faulted states and help one

derive a functional account of circuit behavior, there are a nunber of features of the
circuit they do not account for. For example, they do not explain the purpcse of the
resistors, which among other things serve to limit current through the transistors.
Nor do they explain the function of the diodes in the circuit. One needs io know, for
example, that diodes have a constant voltege drop across them when a current flows
through them (the diode drop). Given this fact, diodes D, and D, provide a switching
in and out of a constant voltage (the diode drop), which im the same whether either
one or both switches are closed. Diode Dy compensates for this diode drop to set the
volta(e on the base of Q, at zero whén either of the switches is closed. The purpose
of diode D, is apparent only when one has a moas~]l for the buzzer as an inductive
device which cen generate large voltages when the ¢:ix‘¢:\ut.i is broken by the clapper.

Diode D, shorts out these inductive surges end thus protects transistor Q. These

" explanations depend upon quantitative properties of diodes and transistors, and are

explainable in those terms.

There are other circuiis, for example amplifiers, that require yet another level of

‘reasoning to understand their behavior. These devices, unlike the digital circuit we

have been analyzing, change their output voltage in proportion to changes in input
voltage, and may include f{eedback pathways whereby a portion of the output is mixed
with the input signal. To understand such circuits, models for circuit behavior must
be constructed that allow one to reason aboct how circuits respond when there is a
change in the input voltage or a change in resistance of a compounent, that is, models

that reason about derivatives of voltage or resistance. i
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8.2. ¥First Order Qualitative Models

The zero order models we have discussed allow one to reason about circuits
where the 6utcomes of changes in device states are discrete —- a light is either on
or off, or a transistor is on (ronductiv:) or off (non-conductive). Such models do not
allow one to understand the operation c;f analogue circuits, that is, circuits in which
changes in resistance or voltage produce incremental effects on other components —-
a light bzcomes brighter or dimmer, or a transistor becomes more or less conductive.
The first order models répre:ent attenpts to understand, using qualitative, causal
logic, how such circuits operate. In first order models, the qualitative lcgic developed
for the zero order models is extended to permit reasoning about changes in the
magnitude of resistances and voltages and how they propagate within a circuit to
cause other changes in volteges or resistance. For instance, first order models cen

predict how increasinﬁ the resistance of a device will alter volteges within the lircuit.

The zero order models we have described have been impiemented and used to
create the instructional system described in this article. The first order models have
not yet been implemented. The purpose of describing them in this article is to
illustrate how the progression of zero order models can be extended to model and
teach more sophisticated reasoning about circuit behm.riors.

Device States

Within the zero order models we have discussed, devices are modelled as having
multiple states, each of which may be thought of as a discrete level of some
underlying variable describing an attribute of the device. For example, a transistor
nay have a collector—-emitter circuit that is either purely conductive or non-
conductive, depending on whether it is in the saturated or unsaturated state, and a
capacitor may be either non~-conductive or purely conductive, depending on whether it
is in the charge or discharged state. In each case, the underlyinz variable referred
to is the conductivity or cesistance of the device. In the zero order model, these
changes in conductivity influence the states of other devices in the circuit by their
effects on voltage drops across those other devices. In the first order models,
reasoning about the behavior of circuit components is based upon the occurrence of
changes in voltages across components. These changes cause incremental changes in
device variables, rather than absolute changes in those variables. Thus, the response
of a transistor when there is an increase in its controlling (bese-emitter) voltage is

to decrease its collector—emitter resistance. Note that a series of qualitative changes
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in a device variable has a cumulative effect on that variable, in this case, resistance.

The general point. is that, in a first order model, the existence of qualitative
derivatives of circuit variables ‘(vbltage. resistance) implies that the integral of these

qualitative derivatives is a scale of attritate value that is queantitative, at least at an
ordinal level.'® This can provide a bridge to models which reason quantitatively about

circuit variables.

S i T DN

. Principles for reasoning about voltage

The first order qualitative models differ from the 2ero order models in that they 5
reason about changes in voltage and resistance rather than about simply their
presence or adsence. Within the first order models, the behavior of devices within &
circuit is determined by considering how changes in the conductivity (or resistance) of i

et

circuit components cause changes in the voltuges across those and other components.
These changes in voltages in turn cause other devices to change their states, that is,
to increment or decrement some variable associated with them. Ju't as in the zero

order models, the sequence of .these device state changes that resulfs constitutes a

ot AT Cn e tk pan s 1

prediction about the overall behavior of the circuit, here one based upon a mode] that
considers first order derivatives of voltage and resistance in reasoning sbout circuit

operation.

P Myl g i T

As in the initial zero order mode], the propagation‘ of changes in voltages within
the initiel first order model ig based apon reasoningz using the R ~> V rule and uponr
a qualitative version of Kirchhoff's voltage law. Each time a device reevaluation leads
to a change in resistance of the device, the R -S V rule is enployed to a infer what
change in voltage occurs across the device. When there is a chenge in the voltage
across the device, Kirchhoff's voltage law (in a qualitative form) is then employed to
determine the effects of that change on voltages across other circuit components.

. These changes in voltages, in turn, cause other eomponents to reevaluate their states.
This cycle of state changes and propagation of ‘effects of those changes onﬁ;;ltavgye—_mvw
distributions within tpe circuit continues untxl the circuit stabilizes and there are no

more changes in‘ device states.

[ OUE |

1%there is thus an inconsistency within models that ussume o common quolitative scale typs
for vorigbles ond their derivatives (cf., DeXleer, 1985). Segregoting recsoning about zero
order and first order derivotives into separate modets (1) avoids this inconsistency, and
(2) ollows us to focus explicitly on the cumulotive oHoct- of multiple increments on o
quantitotive clircuit voriadble.
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The R => V rule and Kirchhoff's voltage law are applied in reasoning under a
first order model in the following way: Whenever a device within a circuvit (such as, for

N a2 b Y b 8 e e

exanmple, a variable resistor or the collector—emitter circuit of a transistor) changes

in resistance, there is an immediate propagation of this charge to a change in the
voltage drop across the device using the R =-> V rule'!. A decrease/increase in
resistance of a device causes a decrease/increase in the voltage across that device
(except in the case where the device is connected diresctly to a voltage source; i.e.,

the voltage is fixed). The effect of thiz decrease/increase in voltage across a device

v e e .

iz to alter the volitages across other devices in loops with the device, following a
qualitative version of Kirchhoff's voltage law. This law states that the voltage drops
across the components within such loops must sum to zero so that the loop maintains
its equilibrium. This principle allows on'e to deduce what changes will occur in
voltages across each of the components within the loop. In adding voltages for any
circuit loop, the polarities of the components must be known. Propagations arv
possible whenever a set of like-signed voltages can be equated to a voltage whose

directior of change is known.

For whatever direction one uses in traversing the loop, positive voltages are
assigned whenever the polarity of & component is in the order plus-minus, and
negative voltages are assigned if the polarity is minus-plus. The polarities of devices
in the circuit are determined by applying the circuit orientation procedure discussed
earlier. Battery polarities are given. In cases where the polarity of a component
cannot be inferred from the circuit structure (for example, the bridging element in a
bridge circuit), the polarity takes a preassigned value determined by ‘the circuit
designer, which is the one that would be determined if we were to teke into account
the perticular quantitative values of resistors in the circuit. Note that if opens or
shorts to ground in such a circuit create a new circuit in which a previously

uninferable device polarity could now be inferred, the inferred value would override

the preassigned value.

As an example of a propagation based upon these circuit principles, consider the
simple series circuit of Figure 2a (in which the switch is assumed to remain open). In

this circuit, increasing the resistance of R, causes an increase in the voltage across

"Yho R => V rule con be shown to be true, for exomple, fr- devices connected to any
circuit Paving o Thevenin equivalent with o non-zero resistenc ww to one having o Norton
equivalent (i.e., thot contains o current source).
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that resistor (the R => V ruale). Since the voltages across R, and the light'bulb add

to the battery voltage which is unchanged, the increase in voltage across R, causes a
decrease in voltage across the light bulb (Kirchhoff’'s current law).

Dervice models

In addition to principles for reasoning about changes in the distribution of
electrical forces within & circuit, the first order qualitative models contain device

models which state how a device increments or decrements some attribute (such as its

e s I g

resistance) in responsé to chgnges in the voltages that are applied to it. As an
exanple of a device model, consider that for an NPN trunsistor'? (This model will :
assume that the transistor is forward biased, that is, that the collector is always more .
poéitive than the base; cf. Horowitz and Hill, 1880, p. 51): '

States: lncreasinﬁ saturation, decreasing saturation.

If there is an an increase in the base—enitter voltage, then the transistor
becomes more saturated.

It there is a decrease in the base-emitter voltage, then the transistor
‘becomes less saturated.

ey g o e

Internal Conductivity:

If the transistor increases in saturaticn, then the collector-=mitter path
within the transistor becomes less resistive. i

If the transistor becomes less saturated, the coliector-emitter path
becomes more resistive.

The transistor is conductive from base {+) to emitter (~).

It is non-c:onductive from emitter {-) to base (+).

It is non~conductive from emitter (-) to collector (+).

T TR

1t is non-conductive in either polarity from base to collector.

Voltage Source: The transistor is not a voltage source..

RETPSTS PIR S

The internal conductivity rules for the transistor are similar to those used in

’2For the PMP tronsistor, reverse all polarities.
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the zero order qualitative models. The state rulell link qualitative changes in the

resistence of the collector-emitter circuit of the transistor to qualitative changes in
the controlling voltage, the voltage applied to the base and emitter. '

Control structure

1. When a device has changed state. In analyzing the behavior of & circuit
under the first order model, when a device within a circuit changes itz state, the R
=> V rule is first applied to determine changes in voltages across that component

resulting from the change in resistance of the device. Then, the qualitative version of
Kirchhoff's voliage law is used to propegate the effects of that change in voltage on
all ot;her voltege drops witkin any loops in which the component is a part. Whenever
there have been changes in voltages within the circuit as a result of a device
changing its state, all other devices in the circuit are prompted to reevaluate their
states.

2. When a device reevaluates its state. To establish whether or not there have

been any changes in voltages within the circuit that may influence their states, each
device undergoing reevaluation (a) looks to see if a change in the voltage across its
controlling ports has occurred, or (b) employs a circuit tracing procedure similar to

that of the zerc order model to find out if any changes in voltage across components

in loops with the controlling ports of the device have occurred. In the latter event,

Kirchhoff's voltage law (in its qualitative form) is employed to ascertain the change in
voltage ﬁcross‘the device undergoing reevaluation. 1f a change in voltage across the
controlling ports of a device is inferred, that device then changes state following the
rules stated in its device model.

3. Reevaluations are parallel. As in th? zero order model, to avoid unwanted

order effects in evaluating the effects of devices changing state on other devices,
when an init‘ia.l state changes occurs, the voltage adistributions within the circuit that
result are frozen until all other devices have ascertained their stales within those
changed conditions. Then, on the next cycle, those devices that change state
propagate their effects on voltage distributions within the circuit, and those

conditions are frozen while the rest of the devices in the circuit reevaluate their

states. This process continues until no further changes in device states occur.

ot
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An exanple of reasoning using a first order qualitative model

¥With this background, it is now possible to give an example of how a first order
model reasons about the behavior of a circuit. Figure 15 shows a simple Schmitt
trigger circuit. The Schmitt trigger is a positive feedback circuit that reacts to an
increase in input voltage by cﬂanging jts output voltage from som: initial low value
(datermined by the resistances in the 4voltage divider formed by Ry, the collector—
emitter circuit of Q,, and R4) to a high value, namely the battery voltage. The circuit
serves the function of “monitoring” an input signal; when that signal reaches a critical
or threshold value, the circuit switches its output voltage from the low to the high or
battery voltage level. For purposes of the example. suppose that initially the input is

zero. -

1. The initial event is an increment in the input voltage, the voltage
between the base of transistor Q, and ground. .

2. Transistor Q, etttempts to evaluate its state. Applying the circuit

. tracing procedure, it finds that its controlling ports (the collector and
emitter) are in a loop with a component (the input impedance) whose voltage
has changed. Applying the Kirchhoff voltage law, the voltages across the
base and emitter of transistor Q, and across resistor R, can be inferred to

increase, since they sum to that of the input.

3. Under the transistor model, since there is an increase in its base-
emitter voltage, the resistence of the collector—emitter circuit of the
transistor decreases. ‘

4. Applying the R => V rule, this causes the voltage across the collector
and emitter to decrease.

5. This change is then prcpagated within the two loops which contain the
collector—emitter of transistor Q,: (a) within the voltage divider made up of

R,;, the collector-emnitter of Q,. and 'R4. the voltage across each of the

resistors increases since, given the polarities of the components within the
loop, the tiaree voltages must sum to that of the battery, and if one of those
" ‘voltages decreases the others must show a compensating increase; and (b)
within the loop consisting of the collector—emitter of Q,, resistor Ry, and the

base—emitter of transistor Q,, the voltages across the resistor and transistor
Q, decrease since, given the polarities of the components, they must sum to
the voltage across transistor Q. which decreased.

6. Transistor Q, sttenpts to. evaluate its state. It checks for a change in

the voltage across its base and emitter. Since there has been a decrease in
the voltage across these terminals of the transistor, the transistor model
causes the resistance of the collector-emitter circuit of Q, to increase.
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Figure 15.
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7. Applying the R -> V rule, this causes the voltage drop across the
collector and emitter of the transistor also to increase,. ;
8. Propagating this change in voltage within the voltage divider formed by"f
R,. the collector—emitter circuit of Q,, eand R,, this increase in voltage across
the transistor causes a decrease in the voltege across each of the resistors.
8. Trensistor Q, again attempts to evaluate its state. Applying the circuif

tracing procedure, the base and emitter of this transistor along with resistoxf
R, are found to form a voitage divider connected across the source voltege.,

which is assumed to be unchanged. Since the voltage across resistor R, has .
decreased, the voltage across the base and emitter of Q, must have increased

(since the two voltege drops within the voltage divider sum to the sourc!
voltage).

10. Therefore, applying the transistor model, this causes the resistance of
‘the collector-~emitter circuit of Q, to show a further decrease. :

11. This in turn causes the voltage across the collector and emitter of the
trensistor to decrease still further, and agein this change in voltage is
propagated as in steps 4 and 5. ;

12. Transistor Q,. prompted by the change in state of the first transistor:

again reevaluates its state as in step 6, and so on. As the positive feedback
cycle is repeated, transistor Q, becomes more and more conductive, whxle

transistor Q2 becomes less and less so.

Limitations of First Order Models

Recognizing termiuel states. The first order model reasons only about cha

in resistance and voltage, and thus cannot terminate this positive feedback loopvi
reality, at a certain point Q, would be “turned off”, the ‘collector—emitter ci
would become effectively an open, and the output voltage would become the baé
voltage. Moreover, the first order mode]l cennot "know” about threshold inpu
output volieges or even saturated and unsaturated states of a transistor. Lacki
quantitative representation of the input voltage and a quantitative model of
trane stor, the ciréﬁit mode]l will "trigger” on the first increase in input voltagef
continue endlessly in a positive feedback lo'op. Even more seriously, if a decreai
input voltage occurs, the model will encounier an ambiguity as to the voltage ch
scross the base and emitte: of transistor Q, in step 9. Here the positive feedback
ceuse an increase in the voltage drop across Q, while the input change caus
decrease in the seme voltage. Lacking a quantitative representation of voltage.

model cannot wexgh these alternative influences. If the r.odel could recognizi
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terminal state (for example, when Q, becomes totally saturated and Q, becomes
unsaturated), a mechanism would exist for ending the positive feedback, at which
point, a decrease in input voltage would then initiate a second feedback period which

would lead back to its untriggered state.

In order to overcome this problem, the device models for devices such as
traﬁsistors could contain rules of the form: if the transistor is becoming more
saturated/less saturated, then after a certain number of model cycles, the device will
change its state to purely saturated/unsaturated. This would permit the model to
recognize when a transistor becomes saturated, which would in turn influence the
behavior of the model. In the above example, when transistor Q, becomes saturated, it
will no longer have the effect of decreasing the voltage across transistor Q,, and the
effect of a decrease in input voltage will be unambiguous: The trigger will be able to
respond by decreasing its output voltage to its low level, that is, return to its
“"untriggered” state. However, the model will still be unable to recognize thresholds,
or to resolve ambiguities that occur when the input voltage decreases while it is still

in the positive feedback cycle leading toward the “triggered” state.

An interesting point is that qualitative models in a sense "know” the limits of
their own reasoning processes. For instance, they know that they cannot determine
when the transistor will become saturated. By simply articulating their reasoning,
they can then communicate this important knowledge to the student. They can also
recognize when they encounter ambiguities, and can report those to the student. The
student’'s mental model will thus also know its own limits. This lack of determinacy

will also motivate students to want to acquire quantitative models for circuit behavior.

6.3. Quantitative Extensions

The limitation of first order models to reasoning qualitatively about increments
and decrements in resistance and voltage precludes an understanding, on that basis
alone, of one of the fundamental functions of the trigger circuit: hysteresis. The
trigger circuit is designed to have a high threshold before it has triggered, and to
have a low threshold after it hes triggered. Thus, the voltage required to trigger the
circuit is initially higher than that required to return it to the untriggered state.
This prevents the circuit frrm wildly triggering on and off when there is noise in the
input signal and when the input voltage is near the triggering value. This feature of

the circuit is basic to its design, and illustrates the kind of problem that will require
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quantitative extensions of the first order model. Such extensions of the circuit theory
are needed to reason about the notion of a threshold, let alone the means by which

the circuit achieves differential thresholds for its untriggered and triggered states.

Quantitative eitensions of the first order model include (1) using proportional
reasoning about voltages within a resistive netwo.rk in place of qualitative reasoning
about increments and decrements in voltages, and (2) using heuristics for analyzing a
circuit, such as examining extreme cases. Proportional reasoning about voltages, for
example, states that within a loop, the proportion of the total voltage across an
individual resistive component is given by the ratio of the resistance of that
component to the total resistance in the loop. An example of reasoning from extreme
cases is an examination of the trigger circuit in its untriggered and triggered states.
These two techniques enable one to explain a variety of quantitative circuit
phenomena, still without resorting to algebra and/or calculation. They offer a bridge
to purely quantitative analyses of circuits, while at the same time using techniques

that are often employed by engineers in reasoning about circuits.

We shall illustrate these techniques by using them to explain how hysteresis is
produced in the Schmitt trigrer. This is accomplished in the circuit design by making

the resistance of R, greater than that of Rz'

1. The voltage across the base and emitter of Q, is determined (a) by the input
voltage, which is applied to the voltage divider formed by Q, and R,, and (b)
the voltage applied to R, which is determined by other other loops within
the circuit and depends upon the state of the trigger circuit.

2. To raise the threshold of the trigger, the voltage drop across R, should be
made high, so that a larger proportion of the input voltage is applied to R,
than to the base—emitter of Q,. To lower the threshold, the voltage drop
across R, should be made low, so that the proportion of the input voltage
applied to Q, will be large.

3. Examining the extreme cases, when the circuit is untriggered, Q, will be
unsaturated and Q, saturated. Similarly, when the circuit is triggered, Q,
will be saturated and Q, unsaturated. (These states of transistors Q, end
Q, can be determined by applying the zero order model to the circuit.)

4. When the circuit is in the untriggered state, the voltage across R, is
determined by the voltage divider formed by R, and R,, since the collector-
emitter of Q, is purely conductive and that of Q, is nonconductive (open).
To keep the threshold of the trigger high, the voltage across R, must be
made high. Therefore, the resistance of R, should be low.



§. When the circuit is in the triggered state, the voltage across R, is
determined by the voltage divider formed by R, and R, since Q, is now
conductive and Q, is nonconductive. To keep the threshold of the trigger
low, the voltage across R, must be kept low. Therefore, the resistance of R,
should be high.

6. To create hysteresis, then, the resistance of R; should be high and that of
R, should be low.

This example serves to illustrate how, by the use of proportional reascning and ‘

by exemining and comparing the extreme states of a circuit, one can reason about the

relative magnitudes of resistances and voltages needed to create a particular circuit

behavior. In the example, an important inequality that is fundamental to the design of A

the Schmitt trigger can be derived. Such techniques could ealso be employed in f

reasoning from the design (eg., the inequality in resistances) to its effects on the

behavior of the circuit. Such reasoning about the effects o! increasing or decredsxng
the resistance of a component on the quantitative behavior of a circuit constitutes an
important transition step in learning quantitative c.vcuit theory. It can also be more
valucble than algebraic reasoning using constraint equations if one is attempting to

developing an understanding of the operation of a circuit.

6.4. Model Similarities
We have seen that, in many respects, the first order models are similar to the

zero order models. They share important concepts of device models, circuit tracing

logic, the notion of devices being oriented within the circuit. the underly'mgl

qualitative circuit laws governing the occurrence of vcltage drops throughout the
circuit, and control structure. However, within the first order models, circuit tracing
row seeks devices that have changed their voltage drops, not just sources of voltage.
Devices are not modelled in terms of discrete, qualitative stateg, but are qualitatively
incremented or decremented. It is thus implicitly assumed thet there is an underlying
quantitative attribute for a device whose value represents its state. .The logic is now
based upon changes in voltages and resistances, not just on their presence or
absence. And finally. in the control structure, when devices change state, the effects
must now be immediately propagated so that the implications of those changes for

distribution of voltages across other devices are derived.

Given these similarities, the zero and first order models are clearly from the

“same family, and it should be possible for students to learn to reason using either
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model to obtain alter.native views of the operation of a circuit. Finally, we have seen
that for some purposes it may be desirable to coordinate reasoning using these two
model types, for example, in order to understand boundary conditions or to reason

about quantitative behavior of the circuit.

8.5. Understanding of a Domain

The system we have described attempts to give causal accounts of circuit
behavior in terms of voltages and resistances. As we have seen, this is not the only
way of conceptualizing how a circuit works. We argue that whether or not a person
has an understanding of a domain cannot be assessed with respect to a single
conceptualization only. For instance, just because an individual is very adept at
looking at circuit diagrams and predicting the behavior of circuits. does not mean that
the individual has a "deep” understanding of electrical circuits. Such an individual
may be completely unable to describe the functionality of circuits — the purpose of a
circuit as a whole and the role that subsets of devices play in achieving that purpose.
Also, the person may understand nothing about the physics of device and circuit
functioning. Further, he or she may only be able to reason at a qualitative level and
thus be unable to formalize his or her understanding by constructing a quantitative
mode) of circuit behavior. Thus we claim that “deep understanding” relates to having

such alternative conceptualizations of the phenomena of a domain.

We define understanding of a domaix with respect to a number of dimensions.
The first relates to the number of different types of mental models that a person has
with respect to the domain - e.g.. mechanistic. behavioral, functional, etc. The second
relates to the form of the model - e.g.. does it utilize qualitative or quantitative
reasoning? The third dimension has to do with the level of understanding that a
person has with respect to their set of mental model)s for the domain - e.g., what level
model, in terms of their degree of elaboration, does the person possess? The fourth
and final dimension relates to the ability to make use of and coordinate these
alternative models for reasoning within a domain - e.g., can the person utilize, in

coordination, both functional and behavioral models when solving circuit problems?

Finally, by creating causal models that reason about circuit behavior in terms of
forces and equilibrium, we hope to create potential links between circuit behavior and
the physical laws underlying how circuits work. Thus we claim that a person who has

this type of qualitative causal model has a deeper understanding of circuit behavior
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than someone who has a model of circuit behavior that enables predictions but whose
reasoning is not causally consistent. Further, the person who has this type of model
will be better eble to link their knowledge of circuit behavior with even deeper
accounts of the physics underlying how circuits worlg.

Summary. The use of progressions of models as the foundation for an intelligent
learning environment has serv:d not only a pedagogical function, but hes also allowed
students to develop multiple models of circuit behavior. Reasoning about a circuit in
nultixsle vayab allows for different conceptualizations that {n turn serve different
purposes. For exanmple, zero order models facilitate reasoning about groi: circuit
behavior, and can be used in studying the behavior of digital circuits and their
functionality. They can also be used in analyzing extreme cases when one is studying
the behavior of analogue circuits such as the trigger circujt. First order models are
useful in studyinrg analogue circuits, and can explain feedback, or how such circuits
respond to changecr in input voltages. Furthermore, they can serve as a bdridge to
reasoning i.mn; quantitative models. Quantitative models can explein such features of
circuit behavior as thresholds, can provide the reason certain components are present
within a circuit, and can of course be used to calculate actual volteges and currents
within a eircuit. An important prodblem for future research is the theory selection
prodblea: how do experts invoke appropriate concep.aalizations for e particular
problen at hand, and how can students be taught how to select and coordinate

multiple nodels in prodblem solving.
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7. The Extendibility of This Approach to Other Domains
One might be tempted to conclude that the design for intelligent Jearning

SOTSSVE S SP N

environments articulated in this paper would have utility for only a small number of

domains. For instance, one could infer that it applies only te physical systems such
as electrical or mechanical systems. However, we argue that this approach can be
applied to any domain that can be taught by p;obl_ems ”srplvi};g“tp‘_the context .of

'4 'in'térdc'ti;eﬂ siinuiatiohs.

As an example, White (1981) utilized problem solving in the context of a dynamic

simulation to teach high school students about the implications of Newton's laws of

- - motion. The computer simulation embodied Newton's first two laws by simuating the
motion of an object on a display screen (diSessa, 1978). The student could control

the object's motion by applying fixed-sized impulse forces to it in various directions

via keyboard commands. The object responded to the application of the impulse forces

in accordance with Newton's second law (F = ma) by accelerating instantcneously to

~the appropriate velocity. The resulting motion of the object across the display screen

also obeyed Newton's laws since it moved with a constant velocity until another force

. was applied, or until it crashed into an obstacle. Within this simulation context,
students were given game-like problems solving activities where they had to, for

instance, navi_gate the object around a track.

The design of the simulation and problem solving activities was based upon a

cognitive analysis which considered the relevant physical theory, the misconceptions

. ! .
and preconceptions that students bring to this’ j’donain. and the form of expert
knowledge in the domein. The resvlts of the cognitive analysis then constrained the

form of computer representatious used to portray physical concepts and laws, the

i
~ nature of the educational activities (problems d examples) enbedded in ths
environment, and the sequencing of these activities. The learning environment proved
effective at hdping students to learn to reason about force and motion problens

(White, 1984).
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o This work was based on a quantitative model and did not have tfae explanatory

capability of the instructional system described in this paper. Further, it was based

upon & single model not upon a progression of models. White and Horwitz are
currehtly extending this research to incorporate a pro.ression models, both

qualitative and quantitative, for reasoning in the domain of :lementary mechanics.

- _
DR

Unlike electricity, where we argued for teaching purely qualitative reasoning for an
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extended period, in the donmain of mechanics we argue for the need to introduce

simple, already-understood quantitative models early in the model progression.

To elaborate, initially students learn to reason qu&litatively in one dimension.
For instance, they lcarn that more impulses applied in the direction of motion
produces more speed. A qualitAtive simulation that ceptures such relationships could
be devised. Following the acquisition of such qualitative rules, students go on to
learn that the effects of impulse forces can be modelled by scalar arithmetic, which
they martered in second grade. For instance, they learn that the effects of impulses
add and sudbtract, eg., 3-==> ¢+ <===-2 = l--;>. Such a quantitative model could
also enable the computer to accurately simulate the effects of forces on the motions
of objects. When no(ion in two dimensions is !ntr-oduced. the focus is again initially
on qualitative reasoning. Simple quantitative models are introduced once students
have understood the domain in qualitative terms. By (i) focusing on qﬁalitative
ressoning and introducing previously acquired, simple quantitative models, by (ii)
restricting the application of forces to fixed sized impulses in one of four orthogonal
directions. and by (iil) conceiving of motion in terms of its orthogonal velocity

components, we have enabled sixth graders to accurately predict the effects of impulse
forces on the motion of objects.

The central thesis of this paper is that, at any point in the learning progression,
the model driving the computer simulation should be in the form of the desired
student mental model. This constraint does not restrict one to purely qualitative
models, although, as we have argued, it is of primary importunce to tesch qualitutive
understanding. The focus is on producing progressions of models that link to the
students’ prior knowledge. These model progressions enable a learning environment to
(1) aptly represent the domain phenomena, (2) let students inieract with that

phenomenea via experimentation and problem solving, and (3) provide students with

feedback and explanations.

The claim is that any domain whose phenomena can be captured by laws affecting
the behavior of objects can be tutored via problen'a and examples in the context of a
simulation driven by a progression of causal models. This includes aspects of physics,
chenmistry, biology, medicine, and eve®> mathematics (e.g., Feurzeig & White, 1983), as

well as more applied domains such as automotive troubleshooting or airplane
maintenance.
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